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To investigate strategic control over response initiation in word reading, the authors introduce 
the tempo-naming task. Relative to baseline performance in the standard-naming task, 
participants were induced to respond with faster latencies, shorter durations, and lower levels 
of accuracy by instructing them to time response initiation with an experimentally controlled 
tempo. The tempo response cue attenuated stimulus effects, and as faster tempos reduced 
lateneie~ the number of spelling-sound earors remained constant, whereas the number of word, 
nonwovd, and articulaaay earors increased. To explain tbese results, the authors propose intmt gain as 
a mechanism of control ove~ processing speed. The experimenters sketch how input gain could 
account for the current results as well as for the results from stimulus-blocking experiments 
testing the route emphasis and time criterion hypotheses of strategic control. 

It takes roughly 400 to 600 ms for a skilled reader to begin 
the pronunciation of a single, clearly printed word. This 
ballpark range comes from a long history of speeded 
word-naming studies in which participants had been asked 
to pronounce a printed word "as quickly and accurately as 
possible" (or some instructions to that effect). The speeded 
word-naming task has been used to examine a wide variety 
of theoretical issues, including processes that map orthogra- 
phy to phonology (Glushko, 1979; Seidenberg, Waters, 
Barnes, & Tanenhans, 1984); organization of the lexicon 
(Forster & Chambers, 1973; Frederiksen & Kroll, 1976); 
semantic, phonological, and orthographic priming (Forster 
& Davis, 1991; Tabossi & Laghi, 1992; Taraban & McClel- 
land, 1987); sentence and discourse processes (Hess, Foss, 
& Carroll, 1995; Trueswell, Tanenhaus, & Kello, 1993); 
reading impairments (Patterson & Behrmann, 1997; Stanov- 
ich, Siegel, & Gottardo, 1997); and reading acquisition 
(Lemoine, Levy, & Hutchinson, 1993; Manis, 1985). In each 
of these areas of research, a primary source of data has come 
from latencies in naming tasks. Therefore, understanding the 
processes responsible for the initiation of a naming response 
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is of general importance for interpreting naming data across 
research domains. 

The standard mode of thinking about the initiation of a 
naming response is as follows: A representation of pronuncia- 
tion is built up over time and is based on the results of 
processing at one or more other levels of representation 
(e.g., lexical, semantic, orthographic, and syntactic knowl- 
edge; Coltheart, Curtis, Atkins, & Hailer, 1993; Kawamoto, 
1988; Plaut, McClelland, Seidenberg, & Patterson, 1996). 
When the pronunciation is resolved according to some 
criterion of completeness, the response is initiated. Often the 
exact nature of the criterion is left unexplained, but a 
common assumption is that a response is initiated as soon as 
an entire pronunciation is completed by some criterion (but 
see Kawamoto, Kello, Jones, & Bame, 1998). For example, 
activation or saturation thresholds have been used (e.g., 
Coltheart et al., 1993; Plant et al., 1996). 

One reason why issues of response generation are often 
neglected is what Bock (1996) has termed the "mind in the 
mouth" assumption (p. 396). She argued that researchers 
often implicitly assume that articulation provides a rela- 
tively direct reflection of cognitive processing, but the link 
from cognition to behavior is mediated. For example, with 
regard to an activation threshold of pronunciation readiness, 
different participants, or even the same participants across 
trials, may set the threshold at different levels as a function 
of trading speed for accuracy (Colombo & Tabossi, 1992; 
Lupker, Taylor, & Pexman, 1997; Stanovich & Pachella, 
1976; Strayer & Kramer, 1994; Treisman & Williams, 
1991). The fact that naming instructions are usually ambigu- 
ous as to emphasis on speed versus accuracy increases the 
likelihood of variability in threshold placement. 

Threshold variability is often not considered an issue, in 
part because the more central processes driving activation of 
a pronunciation are thought to be relatively unaffected by 
shifts in response generation thresholds. More recently, 
however, researchers have argued that gaining a better 
understanding of response generation in naming is important 
for interpreting naming data and developing theories of the 
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underlying cognitive processes (Balota, Boland, & Shields, 
1989; Jared, 1997; Kawarnoto et al., 1998; Kelio & Kawa- 
moto, 1998; Lupker, Brown, & Colombo, 1997). 

One theoretical issue that has been informed by research 
focused on response generation is that of strategic control 
over processing routes in generating a pronunciation fi'om 
print Oared, 1997; Lupker, Brown, et al., 1997; Monsell, 
Patterson, Graham, Hughes, & Milroy, 1992; Rastle & 
Coltheart, 1999). Many researchers have proposed that 
subjects can strategically emphasize or deemphasize one of 
two available processing routes based on task demands (the 
route emphasis hypothesis; Herdman, 1992; Herdman, Le- 
Fevre, & Greenham, 1996; Monsell et al., 1992; Paap & 
Noel, 1991; Plant et al., 1996). The route emphasis hypoth- 
esis does not distinguish whether a given processing route is 
actually emphasized or deemphasized. Rather, the hypoth- 
esis describes any situation in which the processing of one or 
both routes is changed such that one is privileged over the 
other. For example, if the stimuli in a word-naming task 
consisted of nothing but irregular words (e.g., sure, pint, 
rouse, etc.), 1 it would behoove subjects to deemphasize the 
sublexical route because this route may provide incorrect infor- 
marion on the irregular spelling-soand conespendences. 

Monsell et al. (1992) tested the route emphasis hypothesis 
by dividing stimuli in a word-naming task into pure and 
mixed blocks. The pure blocks contained either all pseudo- 
words or all irregular words (of mixed frequency in Experi- 
ment 1 and separated by frequency in Experiment 2). The 
mixed blocks contained both pseudowords and irregular 
words. Monsell and his colleagues found that irregular 
words were generally named faster in pure versus mixed 
blocks, and they interpreted this as evidence that subjects 
de-emphasized the sublexical route in pure blocks of irregu- 
lar words, presumably to reduce interference from sublexi- 
cal processing. However, one puzzling aspect of their results 
was that the pure block latency advantage was only reliable 
for blocks of high-frequency (I-IF), but not low-freqnency 
(LF), irregular words (for similar results, see Andrews, 
1982; Frederiksen & Kroll, 1976). 

Lupker, Brown, et al. (1997) and Jared (1997) revisited 
these findings and argued for an alternative to the route 
emphasis account. They first noted that if one defines 
deemphasis as slowed processing times (of the sublexical 
route in this case, and regardless of changes in variance), 
then LF irregular words should have an equal or greater 
advantage in the pure block compared with HF irregulars. 
This is because processing times to pseudowords must 
overlap more with LF compared with HF words provided 
that the mean of the sublexical route processing times is 
greater than that of the lexical route (as suggested by 
previous findings; e.g., words are named faster than non- 
words; Forster & Chambers, 1973). By contrast, studies 
have revealed a greater pure block advantage for HF 
irregular words. Lupker, Brown, et al. (1997) reran the 
Monsell et al. (1992) blocking experiment (with minor 
variations), and they replicated the pure block advantage for 
HF irregulars. Moreover, they found a statistically reliable 
pure block disadvantage for the LF irregulars. Lupker, 
Brown, et al. (1997) ran a second experiment to provide a 

further test of the route emphasis account, in which all of the 
stimuli contained regular spelling-sound correspondences. 
In this case, the sublexical route should have remained 
active both in the pure and in the mixed blocks, and therefore 
no blocking effect should have been found. Once again they 
found a pure block advantage for HF words (now regular), 
but unlike their first experiment, they found a pure block 
advantage for the LF words as well. Jared (1997) found 
analogous results except that she compared blocks mixed 
with pseudowords versus blocks mixed with LF inconsistent 
words. In summary, the results from Jared (1997) and from 
Experiments 1 and 2 of Lupker, Brown, et ai. (1997) were 
not predicted by the route emphasis hypothesis. 

To explain their results, Lupker, Brown, et al. (1997) 
recategorized the stimuli as fast or slow on the basis of the 
mean latency for each stimulus type in the pure blocks. The 
pseudowords and LF irregulars were slow, and the HF 
regulars and irregulars were fast (LF regulars were in the 
middle). The pattern of results could then be described as 
follows: Whenever fast and slow stimuli were mixed, 
response latencies increased for the fast stimuli but de- 
creased for the slow stimuli relative to when those stimuli 
were in pure blocks. This insight lead Lupker and his 
colleagues to propose that the blocking manipulation 
prompted subjects to adjust a time criterion to initiate 
naming responses. The general idea is that subjects can, to 
some degree, set a time deadline relative to stimulus onset 
(Ollman & Billington, 1972). If the pronunciation is not 
fully activated by that time (i.e., an activation threshold is 
also in place), then the response may be initiated on the basis 
of whatever representation of pronunciation is available at 
that time (also see Meyer, Osman, Irwin, & Kounios, 1988). 

To maintain a certain level of accuracy while responding 
quickly, subjects adjust the time criterion on the basis of the 
difficulty of the stimuli presented during the experiment. A 
pure block of fast stimuli allows for a quicker criterion than 
does a pure block of slow stimuli. When fast and slow 
stimuli are mixed, subjects set a middling time criterion: 
Thus, fewer I-IF but more LF words are hurried. This 
hypothesis embodies a speed-accuracy tradeoff (Pachella & 
Pew, 1968; Wickelgren, 1977), so it predicts an increase in 
elTors to slow stimuli in mixed blocks. 2 This is, in fact, what 
Lupker, Brown, et al. (1997) found. 

Motivation for the Current Study 

The study by Lupker, Brown, et al. (1997) raises two 
issues in the current context. First, in its simplest form, a 
time criterion means that a response is initiated at a 
particular point in time, neither before nor after that point 
(aside from random fluctuations). Of course, this cannot be 

IColtheart et al. (1993) defined an irregular word as one that has 
one or more irregular grapheme-to-phoneme correspondences 
(GPC) as determined by a set of correspondence rules (see also 
Venezky, 1970). 

2The complementary prediction for fast stimuli (i.e., more errors 
in the pure block) could not be verified because performance was at 
ceiling for those stimuli in both the pure and the mixed blocks. 
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the case because such a criterion would predict no effects of 
stimulus processing on reaction times. One way to amend 
the time criterion hypothesis is to combine it with two 
activation criteria, a minimum and a maximum: The mini- 
mum must be reached to initiate pronunciation, a pronuncia- 
tion is always initiated when the maximum is reached, and 
the time criterion operates between the two. This more 
complicated version of the time criterion hypothesis would 
seem, in principle, to account for the blocking results 
referred to previously. However, it would be necessary to 
specify how the activation criteria are set in order to draw 
any clear predictions from this hypothesis, and to our 
knowledge, this has not been addressed. 

The second issue raised by the Lupker, Brown, et al. 
(1997) study is that the time criterion hypothesis could not, 
on its own, account for all of their findings. In particular, 
Lupker, Brown, et ai. estimated LF irregular words and 
pseudowords to be of comparable speed (i.e., difficulty) on 
the basis of mean latencies to these stimuli in the pure block 
conditions. In fltis case, the time criterion hypothesis pre- 
dicts no blocking effect when comparing pure blocks of each 
type with a mixed block of LF irregulars and pseudowords. 
However, the results from Experiment 1 showed a pure 
block disadvantage for LF irregulars and a pure block 
advantage for pseudowords. Lupker and his colleagues 
proposed an additional lexical checking strategy that sub- 
jects invoked only (but not always) when words were 
present in the stimulus block. The fact that Lupker and his 
colleagues needed to invoke an additional mechanism raises 
the question of whether a more parsimonious alternative to 
the time criterion hypothesis could be proposed (for similar 
issues in decision response tasks, see Ruthruff, 1996). 

We believe that the time criterion hypothesis is worthy of 
investigation for two main reasons: (a) It provides a novel 
explanation for stimulus-blocking effects, but a more ex- 
plicit mechanism needs to be proposed, and (b) it can 
potentially be used to address the time course of phonologi- 
cal processing in word reading. In light of these reasons, we 
set two goals for the current study: (a) to formulate a more 
explicit mechanism of control over response timing and (b) 
to formulate a hypothesis of how pressure for speed relates 
to the time course of processing. The first goal was set in the 
service of investigating the time criterion hypothesis, and 
the second goal was set to explore a specific prediction made 
by current models of word reading. In the next section, we 
step through the logic behind this prediction and provide 
some computational support for it. We then present three 
word-naming experiments examining control over the initia- 
tion of a speeded naming response. In the General Discus- 
sion, we propose a mechanism of control over processing 
that could account for the current findings, as well as for 
effects of stimulus blocking like those found by Lupker, 
Brown, et al. (1997). 

Implication of  a Time Criterion for 
Models  of  Word Reading 

The hypothesis of a time criterion suggests that to the 
extent that an experimenter can manipulate the subject's 

time criterion, one could investigate the time course of 
processing in a fairly direct manner. If the shifting of a time 
criterion is one type of speed-accuracy tradeoff (Pachella & 
Pew, 1968), then setting it earlier in time should cause an 
increase in naming errors (as it did in Lupker, et al., 1997). If 
subjects could shift the criterion very early in time, a very 
high error rate should ensue. Speech errors have served as a 
primary source of evidence for developing and testing 
models of speech production (Dell, 1986; Dell & Reich, 
1981; Levelt, 1989), and one could use the same approach 
toward the study of word reading. In the current context, fast 
error responses could serve as a window into the early time 
course of processing. 

Current models of word reading have an explicit time 
course of processing from stimulus onset to response 
generation, but predictions concerning the trajectory of 
processing have only been tested indirectly. For example, 
Kawamoto and Kitzis (1991 ) showed that both the interactive- 
activation model of word recognition (McClelland & Rumel- 
hart, 1981; Rumelhart & McClelland, 1982), as well as a 
distributed model of lexical memory (Kawamoto, 1988), 
make a specific prediction concerning the time course of 
phonological activation in word reading. When processing 
an irregular word such as pint, the models showed a strong 
influence of the regular, incorrect pronunciation/pmtY (to 
rhythm with mINT) early in the time course of processing 
(i.e., a regularization error). As activation settled to a fixed 
state, the models showed that the correct phoneme usually 
quashed activation of the incorrect phoneme, but only later 
in processing. This general hypothesis was supported in a 
naming experiment that they conducted: The mean latency 
of 16 regularized responses to the word pint was 601 ms, 
whereas the mean latency of 46 correct, irregular pronuncia- 
tions was 711 ms. 

The prediction made by Kawamoto and Kitzis (1991) is 
also a more general property of most existing connectionist 
models of word reading. In particular, if distributed represen- 
tations of orthography, phonology, and semantics all interact 
with each other, then orthography can generate a phonologi- 
cal code through two interacting but distinct pathways: a 
direct orthography-to-phonology mapping (i.e., the nonse- 
mantic route) and an indirect orthography-to-semantics-to- 
phonology pathway (i.e., the semantic route). We refer to 
this general class of model as the triangle framework of 
word reading (Harm, 1998; Kawamoto, 1988; Orden, 1991; 
Plant et al., 1996; Seidenberg & McClelland, 1989). 3 In this 
framework, the sublexical resonance (i.e., correlational 
structure) between orthography and phonology is stronger 
than that between phonology and semantics because there is 
more structure in the former's mapping (Orden, 1991; Van 
Orden & Goldinger, 1994). Therefore, for an item that 

3The term triangle framework is used to refer to this class of 
connectionist word-reading models because they implement lexical 
processing in terms of interactions among distributed representa- 
tions of orthography, semantics, and phonology, which are typi- 
cally drawn at the corners of a triangle. The term is not intended to 
apply to other models (e.g., Coltheart et al., 1993) that, coinciden- 
tally, may also be depicted in the shape of a triangle. 
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contains one or more exceptional (i.e., rare) spelling-sound 
correspondences, the nonsemantic route may generate the 
more common correspondences early in processing. For 
these items, the semantic route helps to override the 
influence of sublexical knowledge, and this tends to occur 
later in processing. The model of word reading presented by 
Zorzi, Houghton, and Butterworth (1998) is also likely to 
make the same prediction given its clear distinction between 
assembled and retrieved phonologies. 

To provide some evidence that early regularization errors 
are in fact a characteristic of current connectionist models of 
word reading, we examined the time course of phonological 
representations in the attractor model of word reading 
presented by Plaut et al. (1996). As a rough approximation, 
we applied a simple time criterion to the model by halting its 
processing at successively earlier points in time and catego- 
rizing each response into four possible categories: coffect 
response, regularization error, word error, and miscellaneous 
error. The details of this simulation are reported in Simula- 
tion Methods and Results. The results were as expected: The 
total number of errors increased as processing was halted at 
earlier points in processing, which included an increase in 
the number of regularizations. 

We can also consider the time course of phonology in the 
dual-route framework. Intuitively, one might expect that a 
dual-route implementation, such as the dual-route cascade 
(DRC) model (Coltheart et al., 1993), would predict no 
increase in the proportion of regularization errors during the 
early stages of processing. This runs counter to the triangle 
framework's prediction. The dual-route prediction seems to 
arise because the lexical-route processing times are hypoth- 
esized to be faster, on average, than are the rule-route 
processing times. Therefore, one would expect that word 
errors, but not ~gularization errors, would increase in 
proportion during the earlier cycles of processing. However, 
the rule route in the DRC model processes the input string 
from left to fight over time, and the irregular grapheme of a 
test word is usually the second or third in position from left 
to right (in a monosyllabic English word, the vowel is most 
likely to be irregular; Berndt, Reggia, & Mitchum, 1987). If 
the rule route has enough time to output at least the first few 
phonemes before the lexical route can siguifieanfly influence 
the computation of phonology, then regularization errors 
may occur as often as, or more often than, word errors in the 
early cycles of processing. 

Similar to our analysis of the Plant et al. (1996) attractor 
model, we examined the time course of processing in the 
DRC model? The details are reported in Simulation Methods 
and Results, but to ~ ,  the results were similar to 
those of the attractor model: The number of regularization 
errors, as well as other error types, increased as responses 
were taken at earlier points in processing. 

Simulation Methods and Results 

We ran simulations with both the Plant et al. (1996) 
attractor model (Simulation 3 in that article) and a current 
version of theDRC model (M. Coltheart, personal communi- 
cation, May 1998). Both simulations were run with the test 

stimuli from Experiment 2 of the current study. To examine 
the time course of phonology, baseline latencies for each 
model under normal processing conditions were determined. 
The models were then tested again with the stimuli from 
Experiment 2, but processing was halted at a number of 
different points in time prior to the baseline latency for each 
model. The phonological representations active at these 
halting points were categorized into one of four possible 
categories: correct, word error, regularization error, and 
miscellaneous error. A word error was a phonological output 
that corresponded to a word in the model's training corpus 
but was not the target. A regulafization error was a phonologi- 
cal output that corresponded to the GPC rules as defined by 
Coltheart et al. (1993) but was not the target (these errors 
were only possible for the irregular stimuli). Miscellaneous 
errors included all other phonological outputs that did not 
reach a criterion of correctness (defined in the following 
paragraphs for each simulation). Miscellaneous errors were 
not separated into nonword and atticulatory errors because 
in these models, this distinction can only be drawn by an 
arbitrary threshold. Therefore, an increase or decrease in 
miscellaneous errors can be assumed to correspond to an 
increase or decrease both in nonword and articnlatory errors. 
The attractor model was used from Plaut et al. (1996) 
because it is one of the few published instantiations of the 
triangle framework that has an explicit time course (i.e., uses 
continuous time units). 

The Plaut et al. (1996) Attractor Model 

The mean latency under normal processing conditions for 
the stimuli from Expenm" ent 2 was 1.85 units of time. The 
error breakdown for each halting time is shown in Table 1. 
All three error types (word, regularization, and misceUa- 
neous) were found to increase as responses were generated 
at earlier points in time.- 

The DRC Model (Coltheart et al., 1993) 

The mean number of processing cycles under normal 
processing conditions for the stimuli from Experiment 2 was 
98. Under normal conditions, processing was complete 
when the activation of one or more phonemes in each 
position-specific pool crossed a threshold of 0.43. The 
model's responses were determined by taking the most 
active phoneme at each position (including null phonemes, 
if these were the most active). The error breakdown for each 
halting time is shown in Table 1. All three error types (word, 
regularization, and miscellaneous) were found to increase as 
responses were generated at earlier points in time. 

Simulation Discussion 

The two simulations produced comparable results: The 
' number of regularization errors, as well as other error types, 

increased as responses were taken at earlier points in 

4We thank Max Coltheart for making available the output of the 
DRC model over processing cycles for our stimufi. 
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Table 1 
Error Counts for the Attractor Model and for the DRC Model Categorized by Error Type and by Halting ~me 
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Attractor model DRC model 

Error type 0.8 0.7 0.6 0.5 Total 65.0 60.0 55.0 50.0 Total 

Word 6 7 9 11 33 7 11 9 11 38 
(26.1) (22.6) (23.7) (21.2) (23.4) (9.3) (12.8) (11.3) (13.3) (11.7) 

Regular 10 14 18 19 61 10 13 15 17 55 
(43.5) (45.2) (47.4) (36.5) (43.1) (13.3) (15.1) (15.5) (15.0) (14.7) 

Miscellaneous 7 10 11 22 50 58 62 71 81 272 
(30.4) (32.3) , (28.9) (42.3) (33.5) (77.3) (72.1) (73.2) (71.7) (73.6) 

Total 23 31 38 52 144 75 86 95 109 365 

Note. DRC -- dual-route cascade. Numbers in parentheses are column percentages. 

processing. The main difference in error patterns between 
the two simulations was that the attractor model produced a 
large proportion of regularization errors overall, but the 
DRC model produced a large proportion of miscellaneous 
errors. Most of the miscellaneous errors in the DRC model 
were a failure to activate the rightmost phoneme(s) to 
criterion. We do not draw any conclusions based on this 
difference in the simulations because it depends on the 
setting of criteria, which could be changed in future 
simulations. 

These simulations show that current models of word 
reading can make explicit predictions about the time course 
of processing. The experiments reported in the current study 
were meant to, in part, explore the time course of processing 
in word reading. 

Exper iment  I 

Our initial research question was twofold. First, how 
precisely can subjects control their timing of response 
initiation? A demonstration of their ability to control re- 
sponse timing (or lack thereof) would be potentially useful 
in formulating a more specific mechanism of control over 
response timing than those given by Lupker, Brown, et al. 
(1997) and Jared (1997). Second, can subjects initiate their 
responses substantially faster than they do in the standard- 
naming task7 If so, the errors could help formulate an 
account of control over response timing as it relates to the 
time course of processing in the word-reading system. 

To address these questions, we developed a novel method- 
ology called tempo naming. Prior to the presentation of a 
letter string, subjects are presented with a series of evenly 
spaced auditory beeps accompanied by the incremental 
removal of visual flankers on the computer screen. The letter 
string is presented on the final beep, and the task is to 
pronounce the letter string such that the response is initiated 
simultaneously with the subsequent beep (which is not 
actually presented). The rate of beep presentation (i.e., 
tempo) can be increased or decreased to require subjects to 
respond more quickly or more slowly. Tempo naming is 
similar to deadline naming (Colombo & Tabossi, 1992; 
Stanovich & Bauer, 1978), in which subjects are simply told 
to respond more quickly if a given response is slower than a 
preset deadline. A version of the deadline paradigm analo- 

gous to tempo naming would instruct subjects to go no faster 
than the deadline, as well as no slower. However, tempo 
naming is distinct in two important respects. First, tempo 
naming gives an explicit and precise cue (the beeps and 
visual flankers) for when to initiate each response. Second, 
subjects receive quantitative feedback on every trial indicat- 
ing the m o u n t  (in hundredths of a second) and direction 
(fast or slow) that the response was off tempo. Subjects are 
instructed to adjust the timing of their responses such that 
their feedback is as close to zero as possible on every trial, 
even at the expense of accuracy. 

If subjects have a mechanism akin to a time criterion at 
their disposal, then they should place it with a fixed relation 
to tempo (to the best of their ability). Studies in finger 
tapping have shown that behavior can be entrained to a 
rhythmic cue (Kurganskii, 1994; Mates, Radil ,& Poppel, 
1992), although there is significant error and variability 
within and across subjects (Yamad_a. 1995). One strategy 
that subjects could adopt to perform the tempo-naming task 
is to entrain an "internal metronome" to the tempo and then 
synchronize the hypothesized time criterion with the rate of 
the internal metronome. The way that subjects use the tempo 
is a research question in itself, and we address this question 
to some extent. However, the primary goal of creating the 
tempo-naming task was to examine the mechanism of 
control over response timing (independent of its relation to 
the perception and processing of tempo), as well as the time 
course of phonological processing. 

With regard to a mechanism of control over response 
timing, one extreme hypothesis is that subjects can base 
response initiation exclusively on some cue other than the 
target stimulus (i.e., the tempo in the current study). We refer 
to this as the cue-driven hypothesis of control over response 
initiation. It might seem that the delayed-naming task is a 
good test of this hypothesis because it is cue driven ("do not 
initiate a response until the cue is presented"). Not surpris- 
ingly, researchers have found that stimulus effects are 
generally reduced in the delayed-naming task (e.g., Balota & 
Chumbley, 1985; McRae, Jared, & Seidenberg, 1990; Sav- 
age, Bradley, & Forster, 1990) and are eliminated altogether 
in some cases (McRae et al., 1990). The persistence of 
stimulus effects in some delayed-naming experiments might 
seem like evidence against the cue-driven hypothesis of 
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control (i.e., responses were presumably driven by factors 
other than the cue). However, delayed naming is not a 
sufficient test because it is not a purely cue-driven task: 
Subjects have the freedom to respond anytime after the cue. 
The tempo-naming task is purely cue driven because sub- 
jects are instructed to initiate a response in time with the 
tempo, no sooner nor later. If subjects can obey the tempo 
absolutely, then stimulus factors should have no effect on 
response timing. 

To test this extreme hypothesis, we chose stimuli that 
varied along dimensions known to affect latencies in the 
standard-naming task: printed frequency and spelling-sound 
consistency (Jared, McRae, & Seidenberg, 1990; Seidenberg 
et al., 1984; Taraban & McClelland, 1987; Waters & 
Seidenberg, 1985; see the Stimuli section of Experiment 1 
for details on our use of consistency). If the cue-driven 
hypothesis is correct, then we should find no effect of 
frequency or consistency on response latencies even if the 
tempo is set such that subjects are induced to respond as fast 
or faster than their average latency in a standard-naming 
task. 

We manipulated spelling-sound consistency for a second 
purpose as well: to examine the influence of sublexical 
spelling-sound correspondences as a function of response 
timing. As explained and supported previously, both the 
triangle and the dual-route frameworks predict an increase in 
the number of regularization errors as processing is halted at 
earlier points in time. If the tempo-naming task does indeed 
tap into earlier points in processing, then these models 
predict an increase in the number of regularization errors to 
exception words. To investigate this issue, tempos were set 
to be as fast or faster than each subject's baseline naming 
latency as determined by an initial block of standard-naming 
trials. The only guide we had to determine how much faster 
than baseline subjects should be induced to respond was a 
study by Colombo and Tabossi (1992). Using a response 
deadline, they induced subjects to respond more than 60 ms 
faster than baseline without any significant increase in error 
rate. We wanted to induce errors, so we set the maximum 
tempo to induce responses considerably faster than 60 ms 
below baseline (150 ms maximum). We explored a range of 
tempos that were faster than baseline, because we did not 
know how well subjects could perform the task. 

We needed to consider one auxiliary issue in creating the 
tempo-naming task. How do the acoustic properties of an 
initial phoneme affect subjects' ability to time a given 
response with the tempo? It has been known for some time 
that such properties will affect naming latencies as tradition- 
ally measured (Sherak, 1982; Sternberg, Wright, Knoll, & 
Monsell, 1980). Kawamoto et al. (1998) showed that even 
when problems with the voice key were alleviated, acoustic 
energy from responses with plosive stops as the initial 
phoneme (e.g.,/b,d,g,p,t,k/) began much later (i.e., about 60 
to 100 ms) than did comparable responses with nonplosive 
initial phonemes, Timing in the tempo-naming experiments 
was measured acoustically online and given as feedback, 
and subjects were instructed to respond with the best 
possible timing as measured by their feedback. If subjects' 
time response initiation was based only on articulatory 

commands, then the acoustic timing (i.e., feedback) would 
be consistently slow for plosive compared with nonplosive 
initial phonemes. Alternatively, subjects might be able to 
time their responses on the basis of the onset of acoustic 
energy. If this does not depend on the type of acoustic energy 
(i.e., periodic versus nonperiodic, as in voiced versus 
unvoiced phonemes), then the type of initial phoneme would 
have no effect on timing. As a third alternative, one might 
find differences based on the type of acoustic energy 
(elaborated on in the Results of Experiment 1). This issue 
was not central to our line of investigation, so we simply 
included a mix of initial phonemes in the test words and 
within blocks (but controlled for initial phonemes across 
levels of the independent variables). We mention it here 
because it is important in interpreting certain aspects of the 
findings in the current set of experiments. 

Method 

Subjects 

A total of 33 subjects participated in the experiment as part of a 
requirement for an undergraduate psychology course. Subjects 
reported being native English speakers with normal or corrected 
vision. 

Stimuli 

The test stimuli in the tempo-naming task were composed of 52 
high-frequency exception (HFE) words, 52 low-frequency excep- 
tion (LFE) words, and 52 low-frequency consistent words (LFC). 
An additional 13 of each stimulus type were also chosen for the 
standard-naming portion. For each stimulus type, 13 of the 52 
words chosen for tempo naming were also included in standard 
naming for a total of 26 words of each type in standard naming. All 
test words were monosyllabic. The factors controlled for were 
initial phoneme, number of letters, and number of phonemes (HFE 
words had higher summed positional bigram frequencies than did 
LFE and LFC words). Words were chosen in U'iplets (one of each 
type), and each triplet was matcbed on the control factors as closely 
as possible (LFE-LFC pairs were also matched on frequency, and 
HFE-LFE pairs were also matched on body consistency). The 
mean values for the independent and control factors as a function of 
stimulus type are given in Table 2, and the triplets are given in 
Appendix A. Printed frequency was estimated using the Ku~,era and 
Francis (1967) norms. 

Table 2 
Means of Control Variables for the Standard- and 
Tempo-Naming Portions of Experiment 1, 
Categorized by Stimulus Type 

Standard Tempo 
naming nmmng 

Variable HFE LFE LFC HFE LFE LFC 

Word frequency 999.0 4.2 2.8 617.3 8.2 6.2 
Bigram frequency 9492 5589 4561 8072 5107  5023 
No. of letters 4.2 4.5 4.2 4.3 4.6 4.3 
No. of phonemes 3.4 3.7 3.7 3.3 3.6 3.6 

Note. HFE= high-frequency exception; LFE --- low-frequency 
exception; LFC -- low-frequency consistent. 
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Spelling-sound consistency is a general concept that captures a 
statistical relationship between sublexical orthographic units and 
their corresponding pronunciations (Plaut et al., 1996): the distribu- 
tion of different pronunciations for a given orthographic unit 
(which can be measured by token or type; Jared et al., 1990). The 
consistency of a particular pronunciation for a given orthographic 
unit increases as the number of alternative pronunciations de- 
creases. To quantify the consistency of monosyllabic words, 
researchers usually consider a single orthographic unit (i.e., the 
body, defined as the vowel plus any final consonants) even though 
the concept applies to other units as well. 

To create as large a pool of exception words as possible, we used 
the concept of consistency in its general form rather than its use as a 
label for body consistency. We categorized stimuli as consistent or 
exceptional as a function of the number of alternative pronuncia- 
tions for all orthographic units greater than or equal to the 
grapheme, and less than the word, in size. 

In particular, the pronunciation of a contiguous orthographic unit 
was exceptional if it comprised less than 50% of all of the 
position-specific pronunciation types (based on the positions onset, 
vowel, and coda) summed across all monosyllabic English words. 
For example, the i, the in, and the int in pint are all exceptional 
(e.g., compare with t/ck, bin, and hint). As another example, the i 
and/n, but not the ind, in kind are exceptional (e.g., compare with 
bind, find, mind). 

A word was defined as exceptional if it contained one or more 
exceptional orthographic units. A word was defined as consistent if 
all orthographic units mapped to their most common pronuncia- 
tion. For example, hook is exceptional because the grapheme/oo/ 
usually maps to the long vowel/uL By the same logic, spook is also 
exceptional because the orthographic body ook usually maps to the 
short vowel AT/. 

Consistency is different from GPC regularity in two important 
respects. First, the concept of irregularity is based on graphemes, 
whereas the concept of consistency applies to multiple levels of 
orthographic structure. Second, irregularity is based on discrete, 
all-or-none criteria (i.e., rules), whereas consistency is based on a 
continuous measure of the statistical distribution of pronunciations. 
Despite these differences, 85% of our exception words were also 
irregular by GPC rules. In addition, even though our definition of 
consistency is more inclusive than the body definition of consis- 
tency, 85% of our exception words were body exceptional. 
Irregularity and consistency have been the focus of research in 
other studies (e.g., Glushko, 1979; Jared et al., 1990), but their 
differences are not important for the issue of strategic control over 
response initiation. 

The standard-naming blocks included 2 filler words at the 
beginning of each block, and the tempo-naming blocks included 
156 fillers mixed throughout the four blocks; 10 were placed at the 
beginning of each block, and 29 were interspersed throughout each 
block. Filler words were mono- and bisyllabic and ranged in 
frequency and consistency. Standard naming consisted of one 
practice block and two test blocks, and tempo naming consisted of 
one practice block and four test blocks. Test stimuli were evenly 
mixed and balanced across blocks and were counterbalanced across 
subjects. The order of trials within blocks was randomized for each 
subject under the constraint that 2 fillers began each standard- 
naming block, and 10 fillers began each tempo-naming block. 
Standard naming always preceded tempo naming, and the practice 
blocks began each portion of the experiment. The order of test 
blocks was counterbalanced across subjects (in a Latin-square 
design for the tempo blocks). An equal portion of each stimulus 
type appeared in each test block within standard and tempo 
naming, and fillers were divided equally among test blocks as well. 

The standard-naming and the tempo-naming practice blocks con- 
sisted of 10 and 40 fillers, respectively. 

Procedure  

Subjects sat in front of a 17-in. (43.18-cm) monitor, approxi- 
mately 2 ft (0.61 In) away, and wore an Audio-Technical (Stow, 
OH) headset cardioid microphone. The microphone was positioned 
approximately 1 in. (2.54 cm) away and 2 in. (5.08 cm) down from 
the subject's mouth, and it was plugged into a Soundblaster 16-bit 
sound card (Creative Technology, Ltd., Milpitas, CA).. Subjects 
were given written instructions for the standard-naming task and 
were asked to read them silently. Following this, the experimenter 
summarized the instructions, and any questions were answered. 
Subjects were instructed that they would see words presented in 
isolation on the monitor (the width of each letter subtended 
approximately 1.2 ° of visual angle) and that their task was to 
pronounce each word out loud as quickly and as accurately as 
possible. The level of recording was calibrated for each subject. 
Following calibration, the subject ran through the practice trials 
with the experimenter present to make sure that the subject 
performed the task correctly. The practice block was followed by 
two continuous blocks of test Irials. 

Each standard-naming trial began with a R g ~ r ?  prompt cen- 
tered on the monitor. The subject pressed the space bar to begin the 
trial, upon which the prompt was replaced with a fixation point. The 
fixation point remained for 500 ms and was replaced by a single 
word. The word remained on the screen until a vocal response was 
detected. All stimuli (for tempo naming as well) were presented in 
lowercase letters in a large, distinct font (similar in appearance to 
Times New Roman) to minimize letter confusions. The time from 
word onset to the beginning of the next trial was a fixed 1,500 ms 
(i.e., the screen was blank for any remaining time after the response 
was detected). This was necessary because each vocal response 
was digitized and stored on the hard drive using the Runword 
software package (Kello & Kawamoto, 1998). 

Immediately after each subject completed the standard-naming 
portion of the experiment, the mean latency of all of the test trials 
was calculated (excluding any responses faster than 200 ms but 
including any errors that the subject may have made). Naming 
latency was calculated using an acoustic analysis algorithm de- 
scribed in Keno and Kawamoto (1998). In brief, the algorithm is 
sensitive to increases in amplitude (e.g., to detect voicing) as well 
as to frequency of acoustic energy (e.g., to detect frication). Each 
subject's mean latency in the standard-naming task was set as the 
baseline tempo for the upcoming tempo-naming blocks. The four 
test blocks for each subject were assigned four different tempos: 
baseline and 50, 100, and 150 ms faster than baseline (B-0, B-50, 
B-100, and B-150, respectively). As noted previously, the order of 
test blocks was counterbalanced in a Latin-square design. Stimuli 
were rotated across subjects such that each subject saw each test 
word once in the tempo-naming blocks (~/4 of the test words 
appeared in standard naming as well), and each test word appeared 
in every tempo and in every block order across subjects. 

After completing the standard-naming blocks, each subject was 
given written instructions for the tempo-naming task. After reading 
them silently, the instructions were summarized, and any questions 
were answered. A paraphrasing of the instructions is as follows 
(also see Figure 1): 

Each trial will begin with a prompt followed by the presenta- 
tion of five pairs of visual flankers. Then, 5 beeps will be 
played successively in a steady rhythm, and the pairs of 
flankers will disappear one by one with each beep. Upon 
presentation of the fifth beep, a word will appear in between 
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Stimulus 

Vl lul l l  Audi~Qrv Resoonse  Durat ion 
Ready? Space Bar Subject 

O) 
E 

Blank Screen 500 ms 

>>>>> <<<<< beep Tempo, 20 ms 

>>>> <<<< beep Tempo, 20 ms 

>>> <<< bsep Tempo, 20 ms 

>> << beep Tempo, 2 0 m s  

> pint < bsep Tempo, 20 ms 

pint "p int"  1300 ms - Tempo 

Your response was # Space Bar Subject 

Figure 1. Diagram of the course ofevents furasingielrialinthetempo-namingtask. The " >  < "  
symbols are flankers indicating the position of the target stimulus. Tempo is the time interval between 
each beep determined by the tempo condition and by the subject's baseline. "Subject" indicates that 
the duration is subject dependent. 

the last pair of flankers. Try to name the word such that the 
be~nning of your response is timed with the sixth beep. 
However, no sixth beep will be played; your response should 
begin where the sixth beep would have been. You will get 
feedback after completing your response to tell you how 
well-timed it was to the tempo. The feedback is in the form of 
a number;, the more positive it is, the slower your response; the 
more negative it is, the faster. A .perfectly timed response 
produces a feedback of zero. Your primary task is to name the 
word on tempo, regardless of making errors. In the practice 
block you will see a mix of both relatively fast and slow 
tempos, but then you will run through four test blocks, and 
each one will be set at a different, but uniform, tempo. 

After instruction, subjects ran through the practice block, which 
represented a randomly ordered but balanced distribution of the 
four tempos. The experimenter stayed with the subject through a 
number of trials to be sure the task was understood and to give any 
additional insffuction if necessary. Each tempo-naming trial pro- 
ceeded as follows: A RF.~Dr? prompt was presented in the center of 
the screen, and the subject pressed the space bar to begin. There 
was a 500-ms delay with a blank screen after pressing the space bar 
followed by the presentation of a paired set of flankers simulta- 
neous with a brief tone that was 20 ms in duration. The flankers 
were sequentially erased from the outside inward in time intervals 
equal to the tempo for that trial. Each time a pair of flankers was 
erased, the tone was simultaneously presented. Interval durations 
were rounded up so that the removal of each flanker pair, as well as 
the presentation of each beep, could be synchronized with the video 
refresh rate (14-ms round up, at most). On presentation of the fifth 
beep (and removal of the fourth flanker pair), the target word was 
presented, centered between the last flanker pair. Recording from 
the microphone was initiated 200 ms before the next (sixth) interval 
and lasted for 1,500 ms. On the sixth interval, the last flanker pair 
was removed, and the word remained on the screen for the duration 
of recording. The word was then replaced with the message Your 
• ~.SeONSR WAS #, in which # equaled the amount of time in 
hundredths of a second that response latency differed from the sixth 
interval. This was computed by subtracting 200 ms from the 
calculated onset of acoustic energy relative to the onset of 

recording. The number was a positive or negative integer corre- 
sponding to the response offset from tempo. The feedback re- 
mained until the subject pressed the space bar, which brought up 
the READY? prompt for the next trial. Subjects were expficitly asked 
to take a short break after the first two test blocks, and they were 
debriefed after completing all four test blocks. 

Resul t s  

S tandard  N a m i n g  

Throughout the experimental results sections in this study, 
statistics over the standard-naming means and frequency 
counts (for error type analyses) are reported first, along with 
the magnitudes of  any relevant effects. The tempo-naming 
results are reported afterwards, along with graphs including 
data from both the standard- and the tempo-naming results. 
The data are presented in this format to facifitate direct 
comparison of  the standard- and tempo-naming means. 
Except for error type analyses, all statistics were analyses of  
variance (ANOVAs), and all analyses were conducted with 
subjects and items as the random factors (denoted as Fs and 
Fi, respectively, when presenting F values). Finally, all 
reported means in the current study were subject means 
unless stated otherwise. 

Data removal. Data from 1 subject were removed 
because o f  equipment failure, and data from 1 item (chic) 
were removed because o f  an excess of  errors (78%). 
Responses were removed if naming latency was less than 
200 ms or greater than 1,200 ms. Responses were coded for 
errors (blind to the block that they appeared in), removed 
from all other analyses, and analyzed separately. In any 
cases in which multiple responses were given on a single 
trial, only the first one was considered for error categoriza- 
tion (but all such responses were considered errors of  some 
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type). Stutters that were followed by a fluent but incorrect 
response were categorized as incorrect responses rather than 
as articulatory errors. The error categories were as follows 
(examples were taken from the corpus of errors generated in 
Experiments 1 and 2). 

1. Word errors were responses that formed a word but that 
did not match the target pronunciation. In all cases through- 
out this study, word errors were phonologically and/or 
orthographically similar to their targets (i.e., they differed in 
no more than two phonemes from the target). For example: 
pint ---* pine, hitch ---, pitch, and glare ---* glad. 

2. Legitimate alternative reading of  components (LARC) 
errors were responses to exception words that followed an 
alternate pronunciation of their exceptional orthographic 
unit and did not form a word. Strain, Patterson, Graham, and 
Hodges (1998) used the term in essentially the same way as 
we did, for example, pint to rhyme with mint, mow to rhyme 
with now, and now to rhyme with mow. 

3. ReguIarization and nonregularization errors were two 
different types of LARC errors. Regularizations were those 
that followed GPC rules, and nonregularizations were the 
remainder. Dividing the LARC category in this way may be 
important for relating tempo-naming results to the DRC 
model of word reading. 

4. Mixed errors were LARCs that also formed a word 
other than the target. For example, great ---. greet, ghoul --. 
goal, and plaid - .  played. 

5. Nonword errors were fluent pronunciations that did not 
form a word or a regularization. For example, glove - .  guy, 
shoe ---, shope, and runt--, turt. 

6. Articulatory errors included all nonfluent pronuncia- 
tions, in particular, stutters and garbled or incomprehensible 
responses. 

Naming latency analyses. The main effect of stimulus 
type was significant by subjects and items, F~(2, 62) = 34.7, 
p < .001, F~(2, 74) = 5.4, p < .01. There was a 
nonsignificant, 7-ms decrease in mean latency from Block 1 
to Block 2, F,(1, 31) = 1.1,p > .2, F~(1, 74) = 2.9,p < .1, 
and there was no reliable interaction of block and stimulus 
type, Fs(2, 62) < 1, Ft(1, 49) < 1. Pairwise comparisons 
revealed that a 26-ms advantage of HFE over LFE words 
(hereinafter referred to as a frequency effect) was significant 
by subjects and items, F,(1, 31) = 47.2, p < .001, 
Fi(1, 49) = 11.8, p < .001. However, a 7-ms advantage of 
LFC over LFE words (hereinafter referred to as a consis- 
tency effect) was only reliable by subjects, F,(1, 31) = 5.1, 
p < .05, Fi(1, 49) = 1.3,p > .2. 

Error analyses. The main effect of stimulus type was 
significant, F,(2, 62) = 44.2,p < .001, F~(2, 74) = 6.5,p < 
.01, but there was no main effect of blocking, F,(2, 62) = 
2.7,p > .1, F~(1, 74) = 2.3,p > .1. The interaction of block 
with stimulus was significant, F~(2, 62) = 6.0,p < .01, Fi(2, 
74) = 5.4, p < .01. Post hoe analyses showed that when 
collapsed across frequency, the error rate to exception words 
reliably decreased from Block 1 to Block 2, F~(1, 31) = 8.7, 
p < .01, Fi(1, 49) = 7.6, p < .01, but marginally increased 
for regular consistent words, F,(1, 31) = 3.5, p < .05, Fi(1, 
25) = 2.8, p < .1. Planned comparisons showed that LFE 
words were reliably 9% more error prone than were LFC 

words (consistency effect), Fs(1, 31) = 48.9,p < .001, Fi(1, 
49) = 6.7, p < .05, and 10% more error prone than were 
HFE words (frequency effect), F,(1, 31) = 59.5, p < .001, 
F~(1, 49) = 7.5,p < .01. 

To provide more detail concerning errors, frequency 
counts were analyzed as a function of block and error type. 
Because the dependent measure is a frequency count, 
chi-square analyses were performed on the 2 × 5 contin- 
gency table formed by block and error type. 5 Collapsed 
across stimulus type, error counts were not reliably different 
than their expected values based on row and column means 
calculated across levels of block and error type, X2(4, 
N = 164) = 6.2,p > .15. 

Tempo Naming 

Data removal. The subject removed from standard- 
naming analyses was also removed from tempo-naming 
analyses. Errors were coded in the same way as in standard 
naming (i.e., blind to block and therefore tempo) and were 
removed from all other analyses and treated separately (see 
Error analyses). Then, responses that were less than 175 ms 
or greater than 1,000 ms from the sixth tempo interval were 
removed (recording began 200 ms before the sixth tempo). 

Latency analyses. Figure 2 graphs mean naming laten- 
ties (i.e., time from stimulus onset) as a function of stimulus 
type and tempo (including the mean latencies from the 
standard-naming task; note that the statistics presented here 
do not include standard-naming data; see Standard-Naming 
Results Section for those). The main effect of stimulus type 
was significant only by subjects, Fs(2, 62) = 6.0, p < .05, 
Fi(2, 153) = 1.6, p > .2, whereas the main effect of tempo 
was reliable in both analyses, Fs(3, 93) = 214.3, p < .001, 
Fi(3, 459) = 245.0, p < .001. The interaction did not reach 
significance, Fs(6, 186) = 1.6, p > .1, F~(6, 459) < 1. 
Planned comparisons showed that the 5-ms frequency effect 
was reliable only by subjects, F,(1, 31) = 7.2, p < .05, but 
not by items, F~(I, 102) = 2.3, p > .1, whereas the 0.6-ms 
difference in latencies to LFE versus LFC words was not 
significant, F,(1, 31) < 1 and Fi(1, 102) < 1. Planned 
comparisons of the tempo manipulation confirmed that each 
successively faster level of tempo caused responses to be 
reliably faster than the previous level: B-0 to B-50, 
F,(1, 31) = 130.1,p < .001, F~(1, 153) = 104.9,p < .001; 
B-50 to B-100, F,(1, 31) = 73.4, p < .001, Fi(1, 153) = 
46.7, p < .001; and B-100 to B-150, F,(1, 31) = 85.1,p < 
.001, F~(1,153) = 54.0,p < .001. 

These initial tests suggest that the influence of stimulus 
type on latencies is smaller in the tempo-naming task 
compared with the standard-naming task (a 26-ms frequency 
effect and a 7-ms consistency effect in standard naming vs. 5 
ms and 0.6 ms in tempo naming, respectively). One possible 
reason for this attenuation of stimulus effects is that the 
overall variability in latencies decreased in tempo naming. 
This might be expected given that we asked subjects to 
respond at particular time intervals. However, inspection of 

5In all of our chi-square analyses, the observations are not 
independent and may therefore be positively biased. 
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Figure 2. Mean latencies from the standard- and tempo-naming portions of Experiment 1 as a 
function of stimulus type and tempo. The dashed lines separate the standard-naming means from the 
tempo means. HFE = high-frequency exception; LFE = low-frequency exception; LFC = 
low-frequency consistent. 

the standard error bars in Figure 2 shows that the within-cell 
variability was comparable across tasks (6.2 ms for standard 
naming, 7.9 ms for tempo naming, within-cell standard 
errors around the subject mean). An ANOVA with task as the 
independent variable and standard error as the dependent 
variable showed this difference to be nonsignificant, F~(1, 
31) < 1. Therefore, in terms of ANOVAs, the between- 
condition variance decreased in tempo naming but the 
within-condition variance did not. 

However, there are three concerns with drawing the 
conclusion that between-condition variability decreased in 
tempo naming: (a) Standard naming always preceded tempo 
naming, Co) 25% of the tempo-naming stimuli also appeared 
in the standard-naming blocks, and (c) only half of the 
standard-naming stimuli appeared in tempo naming (the 
other half was not explicitly controlled against the tempo- 
naming stimuli). These three concerns were addressed as 
follows: (a) ANOVAs on tempo-naming latencies were 
conducted with the repeated stimuli removed, Co) the 
interaction of block order and stimulus type was examined 
to test for a practice effect within the tempo-naming task, 
and (c) the standard-naming latencies were reanalyzed with 
only those stimuli that appeared in tempo naming. 

The tempo analyses with repeated stimuli removed were 
essentially identical to the analyses reported previously. 
Most relevant, the main effect of stimulus type was again 
reliable only by subjects, F~(2, 62) = 4.3, p < .05, 
Fi(2, 114) < 1. The pairwise comparisons showed a 6-ms 
frequency effect that did not reach significance, F~(1, 31)--- 
2.4, p > .1, Fi(1, 76) = 1.1, p ~ .2, and a 3-ms 
nonsignificant disadvantage for LFC words compared with 
LFE words, Fs(1, 31) = 1.6,p > .2, F~(1, 76) < 1. If practice 
had reduced the effect of stimulus type on latency, then one 
would expect this effect to increase when repeated stimuli 

are removed; if anything, the effect decreased slightly 
(albeit, at least in part, because of reduced power). The 
analyses of block order and stimulus type revealed no 
discernible main effect of block order, Fs(3, 93) < 1, Fi(3, 
459) < 1, nor Block Order × Stimulus Type interaction, 
Fs(6, 186) < 1, Fi(6, 459) < 1. If there was a practice effect 
from standard to tempo naming, one might expect this effect 
to continue through the blocks of tempo naming. 

To illustrate the lack of a practice effect on latencies, 
Figure 3 shows the graph of naming latency as a function of 
block order and stimulus type. Finally, the reanalysis of 
standard latencies including only tempo-naming stimuli 
showed the same pattern of effects as the original analysis 
but with less power and therefore fewer significant compari- 
sons. Relevant to the comparisons with tempo-naming 
results, the main effect of stimulus type was reliable by 
subjects, Fs(2, 62) = 19.3, p < .001, but marginally 
significant by items, Fi(2, 36) = 2.7, p < .08. Planned 
comparisons showed that the 23-ms frequency effect (cf. a 
26-ms effect with all stimuli) was reliable, F~(1, 31) = 31.5, 
p < .001, Fi(1, 24) = 4.8, p < .05, but the 5-ms consistency 
effect (cf. a 7-ms effect with all stimuli) was not, F,(1, 31) < 
1, Fi(1, 24) < 1. This final analysis suggests that the larger 
effect of stimulus type in standard versus tempo naming was 
not due to item differences. 

Timing analyses. Naming latencies can also be graphed 
as offsets from perfect tempo. In other words, subjects were 
instructed to begin their response exactly on the sixth tempo 
interval, so one could graph their timing accuracy. ANOVAs 
on naming latency indicated that increases in tempo caused 
large, reliable decreases in naming latency. ANOVAs on 
timing would indicate whether response onsets were reliably 
different from tempo. Figure 4 shows the graph of mean 
timing offsets as a function of stimulus type and tempo. As 
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Figure 3. Mean latencies from the tempo-naming portion of Experiment 1 as a function of stimulus 
type and block. FIFE = high-frequency exception; LFE = low-frequency exception; LFC = 
low-frequency consistent. 

in the latency analyses, the main effect of stimulus type was 
only reliable by subjects, ~ Fs(2, 62) = 6.0, p < .01, Fi 
(2, 153) = 1.3,p > .2; the main effect of tempo was reliable, 
Fs(3, 93) = l19.0,p < .001, Fi(3, 459) = 240.8,p < .001; 
and the interaction was not significant, Fs(6, 186) = 1.6, 
p > .  1, Fi(6, 459) < 1. Planned comparisons on stimulus 
type were not conducted because they are equivalent to the 
analogous comparisons with naming latency as the depen- 
dent measure. Planned comparisons to test whether timing 
was progressively delayed as tempo increased revealed that 
responses were in fact further delayed from tempo at each 
increase: B-0 to B-50, F~(1, 31) = 27.2, p < .001, 
Fi(1, 153) = 33.1, p < .001; B-50 to B-100, Fs(1, 31) = 
70.0,p < .001, F~(1,153) = 70.7,p < .001; B-100 to B-150, 
Fs(1, 31) = 62.6,p < .001, F~(1,153) = 126.6,p < .001. To 
characterize the failure of tempo to perfectly drive response 
initiation, a linear regression line was fit to the timing means 
at each level of tempo, averaged across stimulus type; the 
slope was 0.43 (i.e., 1 + Srt, in which Srt is the slope of the 
regression line for latency). If the tempo manipulation is perfect 
in determining response initiation, the slope would be O. 

One unexpected finding in the timing analyses was that 
responses were, on average, faster than tempo in the B-0 
condition. If tempo conditions were mixed within blocks, 
this finding could have arisen from hysteresis of a response 
criterion (i.e., a relatively slow tempo trial preceded by a fast 
one might have a tendency to be overly fast; Lupker, Taylor, 
et al., 1997). However, because tempo was blocked and 
counterbalanced and each block began with 10 practice 
trials, this explanation cannot be correct. We reasoned that 
an adequate explanation would depend on the acoustic 
characteristics of response onset as well as on the answer to 
the question of what articulatory-acoustic marker subjects 
try to time with the tempo. We investigated this issue by 
examining timing as a function of tempo and initial pho- 
neme type (graphed in Figure 5). 

We categorized initial phoneme type on the basis of 
acoustic characteristics that are known to affect the measure- 
ment of response latencies (Kello & Kawamoto, 1998): 
voicing (voiced or unvoiced) and plosivity (plosive or 
nonplosive). Example words with an initial phoneme in each 
of the four categories are voiced plosives (bed, deal, gate), 
voiced nonplosives (vet, zoo, red, unvoiced plosives (pet, 
tea, kite), and unvoiced nonplosives (fat, sea, thin). Figure 5 
shows that unvoiced initial phonemes, especially nonplosive 
ones, were fast in the B-0 condition, whereas voiced initial 
phonemes were closely timed to tempo in the B-0 condition. 
This result suggests that subjects, despite the numeric 
feedback, timed their responses with the onset of voicing 
(which we argue and statistically support in this article). To 
answer the question of why responses were faster than 
tempo in the B-0 condition, recall that the latency algorithm 
used in this study is sensitive to high amplitude and 
high-frequency acoustic energy. The onset o f  periodic 
energy is later in responses beginning with unvoiced com- 
pared with voiced initial phonemes relative to the onset of 
any type of acoustic energy. To accurately time the onset of 
voicing, measured latencies for unvoiced initial phonemes 
must be fast. 

To argue for the hypothesis that subjects time responses 
with the onset of voicing, we shall distinguish it from the 
alternate hypotheses that timing was based on the onset of 
any acoustic energy (which was the basis of feedback), the 

6In principle, significance levels for latency and timing analyses 
of stimulus effects (not of tempo or blocking effects) should be the 
same. However, they differ slightly because latency is relative to 
the onset of recording, whereas liming is relative to an estimate of 
the tempo interval. These estimates are not always aligned because 
of small variations in the onset of recording and small variations in 
the timing of the tempo interval due to alignment with the monitor 
refresh rate. 
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Figure 4. Mean timing accuracy from Experiment 1 as a function of stimulus type and tempo. 
HFE = high-frequency exception; LFE = low-freqnency exception; LFC = low-fceqnency 
consistent. 

onset of articulation, or the onset of the vowel. If timing was 
based on the onset of acoustic energy, there should be no 
effect of initial phoneme type. However, the timing of 
plosive initial words (i.e.,/p,t,k,b,d,g,tf/; 7 Nitem -- 63) was 
14 ms slower than that of nonplosive initial words 
(Nitro = 93), Fs(1, 31) -- 33.2, p < .001, Fl(1, 154) -- 16.5, 
p < .001, and the interaction of plosivity and tempo was 
marginally significant by items, Fs(3, 93) = 1.5, p > .2, 
Fi(3, 462) = 2.5, p < .06. The effect of plosivity diminished 
slightly as tempo increased (18-ms effect at B-0, 17-ms 
effect at B-50, 10-ms effect at B-100, and ll-ms effect at 
B-150). The main effect of plosivity (as well as the other 
effects of initial phoneme reported later in this article) rules 
out the acoustic energy hypothesis, and we shall return to the 
interaction effect in the section on duration analyses. Next, if 
timing was based on the onset of articulation, then responses 
beginning with nonplosive phonemes should be relatively 
well timed (to the extent that subjects can keep up with the 
tempo), and those with plosive initial phonemes should be 
slow by comparison. This is because the onset of articulation 
more closely corresponds to the onset of acoustic energy for 
nonplosive-compared with plosive-initial responses (Kello 
& Kawamoto, 1998). However, plosive-initial responses 
were on tempo in the B-0 condition (timing = - 2  ms), 
whereas nonplosive-initial responses were fast (tim- 
ing = - 1 8  ms), Fs(1, 31) = 10.8, p < .05, Ft(1, 153) = 
32.5, p < .001. Finally, if timing was based on the onset of 
the vowel, s then there should be no effect of voicing of the 
initial phoneme because the vowel presumably begins at 
roughly the same point in comparable responses with voiced 
versus unvoiced initial phonemes. A post hoc split of the 
nonplosive-initial words by voicing on the initial phoneme 
revealed that responses to voiced stimuli were 23 ms slower 
than unvoiced stimuli, Fs(1, 31) = 70.0,p < .001, F~(1, 91) = 

32.4, p < .001. This effect of voicing interacted with tempo 
such that, as with plosivity, the effect diminished as tempo 
increased, F,(3, 93) = 2.4, p < .07, F~(3, 273) = 6.6, p < 
.001; we return to this effect in the following section. 
Furthermore, the mean timing of voiced, nonplosive-inltial 
words in the B-0 condition was - 3  ms, compared with -35  
ms for comparable unvoiced words. The voicing onset 
hypothesis for the basis of timing in tempo naming explains 
both the voicing and the plosivity effects found, but the 
vowel onset hypothesis cannot explain the effect of voicing. 
Therefore, the data provide evidence for the voicing onset 
hypothesis. 

Naming duration analyses. Researchers have shown 
that cognitive processes affect not only the onset of a naming 
response but its articnlatory duration as well (Balota et al., 
1989; Kawamoto, Kello, Higared& & Vu, 1999; Kawamoto 
et al., 1998). For instance, Kawamoto et al. (1998, 1999) 
showed initial phoneme duration effects by contrasting the 
size of consistency effects in responses beginning with 
plosive versus nonplosive phonemes. They argued that a 
larger consistency effect on latency for plosive-versus 
nonplosive-initial stimuli (controlling for confounds) is 
evidence that consistency of the vowel effects the duration 
of the initial consonant(s). The logic was based on the 
premise (mentioned previously) that the acoustic ~ of 
nonplosive-initial responses closely corresponds to the ac- 

phoneme /tfl (e.g., in the first phoneme in ch/p) is 
technically an affricate, but we treated it as a plosive because it has 
plosive-like characteristics. 

t Previous research on the perceptual center of syllables (Hoe- 
qui~ 1983; Marcus, 1981) r suggests that vowel onset (or at least a 
correlate ~ )  may play a role in s ~ i z l n g  
syllables with a metronome. 
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Figure 5. Mean timing with tempo from Experiment 1 as a function of tempo and the articulatory 
character of the initial phoneme (plosive vs. nonplosive and voiced versus unvoiced). 

tual response onset, whereas the acoustic onset of plosive- 
initial responses conflates response onset with duration of 
the initial phoneme. 

If we apply the same logic to the timing analyses 
conducted previously, then the interaction of stimulus type 
(with both voicing and plosivity) and tempo in the aforemen- 
tioned timing analyses suggests that, at the least, naming 
durations for unvoiced, nonplosive-initial stimuli decreased 
as tempo increased. For example, if the duration of the initial 
phoneme caused the plosivity effect, then the weakening of 
this effect as a function of tempo indicates a decrease in 
initial phoneme duration. Similarly, if duration of the entire 
naming response was reduced for both plosive- and nonplo- 
sive-initial words, then the same interaction of tempo and 
plosivity would be predicted (analogous arguments could be 
made for voicing). We tested these alternate hypotheses by 
measuring whole-word naming durations (i.e., time from 
onset to offset of acoustic energy) as a function of initial 
phoneme voicing and plosivity, in conjunction with tempo? 
The predictions were as follows. If tempo affected only 
initial phoneme duration, then there should be no effect of 
tempo on naming durations for plosive-initial responses. 
Because a duration effect on the initial phoneme in plosive- 
initial responses will mostly alter the silent gap in acoustic 
energy caused by pressure build-up for the plosive release, 
the duration effect will be reflected in naming latency rather 
than in acoustic duration. By contrast, if tempo affected 
whole-word durations, then all responses with any type of 
initial phoneme should show an effect of tempo. 

The results unambiguously showed that tempo affected 
whole-word durations. Figure 6 shows the graph of naming 
durations as a function of tempo and initial phoneme type. 
Naming durations were calculated using the same algorithm 
for detecting the acoustic onset of a response, except that the 

algorithm was run backward from the end of response 
recording (Kello & Kawamoto, 1998; durations less than 50 
ms or greater than 1,000 ms were removed from the 
analyses). Naming durations of plosive-initial responses 
showed a reliable effect of tempo, Fs(3, 93) = 4.0, p < .01, 
Fi(3, 303) = 6.9, p < .001. The main effect of tempo on 
naming durations, collapsing across initial-phoneme type, 
was also reliable, Fs(3, 93) = 7.4, p < .001, Fi(3, 582) = 
21.0, p < .001. This effect did not significantly interact with 
voicing, Fs(3, 93) < 1, Fi(3, 582) = 1.4, p > .2, but it did 
interact marginally with plosivity, F~(3, 93) = 1.6, p > .2, 
F~(3,582) = 3.3, p < .05. Qualitatively, naming durations of 
nonplosive-initial responses showed a stronger effect of 
tempo than did plosive-initial responses (which nonetheless 
showed a reliable effect of tempo). This interaction simply 
indicates that initial phoneme durations contributed to the 
effect of tempo on whole-word durations and that this 
contribution was attenuated for plosive-initial responses 
because plosive phonemes have much less acoustic extent 
than do nonplosive phonemes. 

Error analyses. Errors were categorized as in the stan- 
dard-naming analyses. Figure 7 shows the graph of mean 
error rate as a function of stimulus type and tempo. The main 
effect of stimulus type was reliable, F,(2, 62) = 38.2, p < 
.001, F~(2, 153) = 9.4, p < .001, as was the main effect of 
tempo, F,(2, 93) = 11.5, p < .001, F~(3, 459) = 10.9, p < 

9The durations of most initial phonemes are difficult to measure 
(Kawamoto et al., 1998; Kello & Kawamoto, 1998), and we did not 
carefully choose stimuli with easily measured initial phoneme 
durations. We therefore chose whole-word durations as the depen- 
dent measure to examine. 
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Figure 6. Mean acoustic naming durations from the tempo-naming task in Experiment 1 as a 
function of stimulus type and tempo. HFE = high-frequency exception; LFE = low-frequency 
exception; LFC = 10w-frequency consistent. 

.001. As in the latency analysis, the interaction was again 
nonsignificant, F~(6, 186) = 1.5, p > .1, F~(6, 459) = 1.4, 
p > .2. Planned comparisons for stimulus type showed that 
LFE words were reliably more error prone than were HFE 
words, F,(1, 31) = 55.6,p < .001, F~(1, 102) = 13.6, p < 
.001, and likewise for LFE words compared with LFC 
words, F,(1, 31) = 43.6, p < .001, F~(1, 102) = 9.4, p < 

.001. Error rate results from planned comparisons over 
levels of tempo differed in part from those found in the 
latency analyses. Whereas each level of tempo was reliably 
faster than the previous level, only the increase from B-100 
to B-150 showed a reliable increase in error rate: B-0 to 
B-50, Fs(1, 31) < 1, Fi(1, 153) < 1; B-50 to B-100, 
Fs(1, 31) = 3.2,p ~ .05, Fi(1,153) = 2.7,p > .1; and B-100 

Figure 7. Mean error rates (proportion of errors) from the standard- and tempo-naming portions of 
Experiment 1 as a function of stimulus type and tempo. The dashed lines separate the standard- 
naming means from the tempo means. HFE -- high-frequency exception; LFE = low-frequency 
exception; LFC = low-frequency consistent. 
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to B-150, Fs(1, 31) = 10.2, p < .01, Fi(1, 153) = 8.2, 
p < .01. 

Errors were further analyzed by calculating chi-square 
statistics on a frequency table of tempo by error type, 
presented in Table 3. The overall frequency counts were 
significantly different than their expected values on the basis 
of row and column means, ×2(12, N = 470) = 37.5, p < 
.001. Our hypotheses concerned how the counts of different 
error types would vary as tempo increased. The Mantel- 
Haenszel (M-H) chi-square test for trend (Cody & Smith, 
1997) is especially suited for contingency tables in which 
one or both variables have a specific ordering of levels (i.e., 
it collapses the independent contributions to degrees of 
freedom for individual levels of each variable). The M-H 
chi-square test for trend asks whether the cell counts in each 
of the N trend levels are increasing or decreasing in a 
uniformly linear fashion. The null hypothesis in the M-H test 
is that cell counts across trend levels are not changing 
linearly in proportion to each other. This is exactly the 
question we wanted to ask of our data: Is the proportion of 
LARC errors decreasing significantly as a function of tempo 
(the trend variable) relative to the number of other errors? 
The M-H test approached significance for the overall 
frequency counts, X2(1,N = ?) = 2.9470,p < .1. 

Motivation for analyzing error types specifically came 
from predictions concerning LARC errors. To address these 
more closely, we pooled LARC and mixed errors (which are 
LARCs themselves) together, and these were compared 
against the word errors: The M-H test was now significant, 
X2(1, N = 10.4551, p < .001, as was the chi-square test, 
X2(9, N = 551) = 37.2, p < .001. M-H analyses were also 
performed on the subset of data including only word, LARC, 
and mixed errors (with regularizations and mixed errors 
collapsed); the M-H test was significant, X2(1, N = 5.2551) = 
5.2,  p < .05, but the chi-square test was not, Xz(6, N = 551 ) = 
5.8, p > .1. On the basis of the pattern of column 
percentages in the frequency table, the chi-square results 
indicate that the frequency of LARC and mixed errors 

remained constant, whereas that of other error types in- 
creased as tempo increased. If we consider the mixed errors 
as mostly LARCs that coincidentally form words, then we 
can conclude that the proportion of LARC errors decreased 
as tempo increased. 

We also divided LARC errors into true regularization 
errors (those following GPC rules) and nonregularization 
errors. Depending on how the tempo-naming task relates to 
the time course of processing, the DRC model and the 
attractor model of word reading may make different predic- 
tions concerning these error types. In particular, the DRC 
model predicts no nonregularization errors above chance 
(M. Coltheart, personal communication, May 1998). By 
contrast, the attractor model predicts mostly regularization 
errors and some nonregularization errors. The results showed 
that a substantial number of nouregularization errors did 
occur (25%), although the majority of LARC errors were 
regularization errors (75%). The proportion of regularization 
to nonregularization errors did not seem to change a function 
of tempo (the cell counts were too small to perform 
chi-square statistics). In order of increasing tempo, the 
regularization counts were 15, 14, 16, and 13, and the 
nonregularization counts were 5, 5, 4, and 5. The occurrence 
of nouregularization errors may be problematic for the DRC 
model, but this interpretation is dependent on how the 
tempo-naming task is operationalized in the model. 

Discussion 

The results of Experiment 1 can be summarized as 
follows. The manipulation of frequency and consistency in 
the standard-naming task basically replicated the findings of 
previous studies. Responses to HFE words were faster than 
those to LFE words, and responses to LFC words were faster 
than those to LFE words (reliable by subjects only). Error 
rates also showed this pattern, but more reliably. The 
tempo-naming task was effective in inducing progressively 
faster, more error prone responses (responses were 94 ms 

Table 3 
Frequency Counts of Errors in the Standard- and Tempo-Naming Tasks in Experiment 1, 
Categorized by Error Type and Tempo (for the Tempo-Naming Task) 

Tempo 

Error type Standard 0 -50  - 100 - 150 Total 

LARC 25 20 19 20 18 77 
(22.7) (19.8) (16.7) (10.8) (16.4) 

Word 38 33 43 54 60 190 
(37.5) (44.8) (45.0) (36.1) (40.4) 

Mixed 31 20 14 17 17 68 
(22.7) (14.6) (14.2) (10.2) (14.5) 

Nonword 31 10 8 21 39 78 
(11.4) (8.3) (17.5) (23.5) (16.6) 

Articulatory 39 5 12 8 32 57 
(5.7) (12.5) (6.7) (19.3) (12.1) 

Total 164 88 96 120 166 470 

Note. Frequency counts were drawn from 2,496 test responses for standard naming (78 per subject) 
and 1,248 per tempo block (39 per subject per block). LARC = legitimate alternative reading of 
components. Numbers in parentheses are column percentages. 
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faster and 7% less accurate, on average, than baseline in the 
fastest tempo condition). This result indicates that, as 
Lupker, Brown, et al. (1997) noted, subjects must use a 
fairly conservative criterion (whatever the mechanism) to 
respond in the standard speeded naming task (otherwise one 
would expect tempo to affect speed less and accuracy more, 
relative to the observed effects). 

The effect of stimulus type on naming latency diminished 
in the tempo-naming task compared with the standard- 
naming task, and this did not seem to be due to a practice 
effect (as indicated by blocking analyses) or to a change in 
items (as indicated by analyses of item subsets). Further- 
more, there was no indication of an interaction of stimulus 
type with tempo in the latency analyses. An analysis of 
stimuli by plosivity and voicing of the initial phoneme 
indicated that subjects attempted to time the onset of voicing 
with the tempo. In addition, analyses of naming duration 
showed that as tempo increased, duration of the entire 
naming response decreased. Unlike naming latency, the 
pattern of error rate effects was essentially the same between 
standard and tempo naming: Error rates to lIFE and LFC 
words were both lower than were those to LFE words. To 
complement the latency results, error rates increased with 
tempo, indicating a speed-accuracy trade-off (albeit the only 
reliable increase was from the B-100 to B-150 condition). 
An analysis of the error types as a function of tempo showed 
that whereas word errors and other error types increased in 
number with increases in tempo, the number of LARC errors 
remained constant. 

The findings from Experiment 1 indicate the following in 
terms of the two main research agendas stated at the outset. 
First, subjects are quite good at timing the initiation of a 
naming response, as evidenced by the strong effect of tempo 
in even the fastest condition. However, the reduced but 
enduring frequency effect in the tempo-naming task chal- 
lenges the strong cue-driven response hypothesis: Subjects 
were unable or unwilling to initiate a response on the basis 
of the cue alone. Note that the latency data are probably 
consistent with the time criterion hypothesis despite the 
evidence against the cue-driven hypothesis (depending on 
how one handles the accompanying activation criteria). 
Additionally, the latency data are consistent with a weak 
cue-driven hypothesis in which on some trials responses are 
based solely on the tempo, but on others responses are based 
solely on stimulus processing. 

However, neither of these hypotheses account for the 
decrease in naming durations as tempo increased. These 
hypotheses simply do not address response execution, of 
which naming duration is a crude measure. One might argue 
that duration effects fall outside the scope of these hypoth- 
eses. However, understanding the factors underlying re- 
sponse duration sheds light on the processes underlying 
response initiation because they are, in fact, both integral 
parts of the generation of pronunciation. Therefore, we 
believe that an integrated account of effects on response 
initiation as well as an execution is desirable. In the General 
Discussion, we consider what type of mechanism might 
account for these data. 

The second immediate research question was can subjects 
be driven to respond substantially faster than they did in the 
standard-naming task? The answer is clearly yes; in fact, 
because latencies reliably decreased by 27 ms from the 
B- 100 to B- 150 conditions, we suspect that subjects could be 
driven to respond correctly at even shorter latencies. The 
point of driving responses to be fast was to generate naming 
errors as a window into the time course of phonological 
processing. The proportion of LARC errors (which were 
mostly regnlarization errors) significantly decreased as tempo 
increased because of an increase in the occurrence of other 
error types (word errors most notably). If responses in the 
tempo-naming task reflected earlier stages of phonology in 
the normal course of processing, then the decrease in 
proportion of LARCs would seem to be problematic for both 
the triangle framework and the dual-route framework of 
word reading. As presented earlier, simulations with the 
Plant et al. (1996) model and the DRC model (Coltheart et 
al., 1993) showed an increase in regularization errors as 
processing in the models was halted at successively earlier 
points in time. However, these results cannot be used as 
evidence for or against these models of word reading 
without specifying how the tempo-naming task affects 
processing. As a simplification, we used a strict time 
criterion in the simulations, but the persistence of a fre- 
quency effect on latencies indicates that a strict time 
criterion is incorrect. We return to this issue in the General 
Discussion. 

Experiment 2 

Experiment 2 was intended to replicate and extend the 
results of Experiment 1 and to test a route emphasis account 
of the error pattern in the tempo-naming portion of Experi- 
ment 1. The tempo-naming task is novel, so it is useful to 
know if the results from Experiment 1 can be replicated with 
an extended set of stimuli and a second group of subjects. 
More important, however, we need to explain the decrease in 
proportion of LARC errors with increased tempos. Thus far 
we have attributed this effect purely to the increase in 
pressure for speed. However, the effect could have arisen 
from strategic factors based on stimulus composition. Recall 
that one motivation for this study came from a debate 
concerning strategic effects in word naming. The route 
emphasis account proposed that subjects emphasize or 
de-emphasize one of the routes on the basis of composition 
of the stimulus list (Monsell et al., 1992), whereas the time 
criterion account proposed that subjects adjust a criterion to 
initiate pronunciation (Jared, 1997; Lupker, Brown, et eLl., 
1997). 

In Experiment 1, subjects may have de-emphasized the 
sublexical route because close to half of all of the stimuli in 
Experiment 1 contained exceptional spelling-sound corre- 
spondences, and processing in the spelling-sound route 
tends to interfere with the pronunciation of exception words. 
The fact that errors to LFE words decreased from Block 1 to 
Block 2 in the standard-naming task is consistent with the 
idea that subjects de-emphasized the spelling-sound route as 
they became familiar with the stimulus composition. To test 
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this account, we included pseudowords as stimuli in Experi- 
ment 2. Following the logic laid out by Monsell et al. (1992), 
pseudowords should inhibit de-emphasis of the spelling- 
sound route because it is generally required for correct 
pseudoword performance. If  the decrease in proportion of 
LARC errors across tempo in E x p e l "  ent 1 was due to a 
strategic de-emphasis of  the spelling-sound route, then the 
effect should be diminished when pseudowords are in- 
eluded. If, however, the rate of LARC errors continued to 
decrease with increased tempos, a route emphasis explana- 
tion would be discredited. 

Method 

Subjects 

Thirty-four subjects participated in the experiment as part of a 
requirement for an undergraduate psychology course. Subjects 
reported being native English speakers with normal or corrected 
vision. 

Stimuli 

All test stimuli from Experiment 1 were included. In add_ition, 52 
l~eudowords were created by shuffling the onsets and bodies of the 
LFC words (listed in Appendix A). All 52 pseudowords appeared in 
the tempo-naming task, but none of these appeared in the standard- 
naming task; an additional 26 pseudowords were created to appear 
exclusively in the standard-naming blocks. Care was taken to avoid 
pseudohomophones (e.g., brahe). Standard-naming and tempo- 
naming blocks of trials were created in the same way as in 
Experiment 1. An equal portion of each stimulus type appeared in 
each test block within standard and tempo naming, and fillers were 
divided equally among test blocks as well. There were 108 fillers in 
the temtx~-naming task, and one fourth of these were pseudowords. 
The standard-naming and tempo-naming practice blocks consisted 
of 10 and 40 fillers, respectively, and one fourth of both practice 
blocks were pseudowords. Therefore, one fourth of all of the 
stimuli were pseudowords. 

Procedure 

Fi(3, 99) = l l . l , p  < .001, but not of block, Fs(1, 31) < 1, 
F~(1, 99) < 1. There was no reliable interaction of block and 
stimulus type, F,(3, 93) < 1, Fi(3, 99) < 1. Pairwise 
comparisons revealed a reliable 18-ms frequency effect, 
Fs(1, 31) = 17.3,p < .001, F~(1, 49) = 7.2,p < .01, and a 
reliable 15-ms consistency effect, F,(1, 31) = 15.1, p < 
.001, F~(1, 49) = 5.1,p < .05. The overall mean latencies of 
words compared with pseudowords was also tested (a 
lexicality effect); latencies to pseudowords were 35 ms 
slower than were latencies to words overall, and this 
difference was significant, Fs(1, 31) = 36.0, p < .001, F~(1, 
101) = 24.7,p < .001. 

Error analyses. Errors were categorized and analyzed 
as in Experiment 1. There was a reliable main effect of 
stimulus type, F,(3, 93) = 31.7,p < .001, Fi(3, 99) = 10.4, 
p < .001, but no main effect of block, F~(1, 31) < 1, F~(1, 
99) < 1. The interaction of block with stimulus was 
significant by subjects, F,(3, 93) = 2.6, p < .05, but not by 
items, F~(3, 99) = 1.7, p > .  1. Although the lack of a fully 
significant interaction prohibited post hoe analyses, the cell 
means clearly show a different pattern of results compared 
with Experiment 1: Whereas LFE errors decreased from 
Block 1 to Block 2 in Experiment 1, they remained constant 
in Experiment 2, and pseudoword errors decreased from 
Block 1 to Block 2. Planned comparisons showed a reliable 
13% consistency effect on error rates, Fs(1, 31) = 59.9, p < 
.001, Fi(1, 49) = 15.3, p < .001, and a reliable 13% 
frequency effect, F,(1, 31) = 70.9, p < .001, F~(1, 49) = 
14.5, p < .001. Finally, there was no reliable lexicality 
effect, F,(1, 31) < 1, Fi(1,101) < 1. 

Frequency counts of error types by block were also 
analyzed. Cell counts were not significantly different than 
their expected values on the basis of row and column means 
calculated across levels of block and error type, ×2(4, 
N = 135) = 4.7,p > .2. To compare with Experiment 1, we 
also tallied counts with the pseudowords removed, and these 
too did not differ reliably from their expected values, ×2(4, 
N -- 135) = 3.4,p > .5. 

The procedure was the same as that in Experiment 1 except that 
subjects were told that some letter strings were not legal English 
words. As with words, they were to name these letter strings as 
quickly and as accurately as possible. 

Results 

Standard Naming 

Data removal. Data from 2 subjects were removed 
because of equipment failure, and data from 1 item (chic) 
was removed as in Experiment 1. Pseudoword errors were 
categorized as words were in Experiment 1 except that 
regularization and mixed were not possible (all pseudo- 
word bodies contained consistent spelling-sound corre- 
spondences). Further data removal was carried out as in 
Experiment 1. 

Naming latency analyses. There was a reliable main 
effect of  stimulus type, Fs(3, 93) = 25.8, p < .001, 

Tempo Naming 

Data removal. The procedure for data removal was the 
same as that in Experiment 1. 

Latency analyses. Figure 8 shows the graph of mean 
naming latencies as a function of stimulus type and tempo 
(including the standard-naming means). The main effect of 
stimulus type was significant, Fs(3, 93) = 15.5, p < .001, 
Ft(3, 204) = 3.3, p < .05, as was the main effect of tempo, 
Fs(3, 93) = 439.2, p < .001, Fi(3, 612) = 246.0, p < .001. 
The interaction did not reach significance, F~(9, 279) = 1.5, 
p > .1, F~(9, 612) < 1. Planned comparisons showed that the 
9-ms main effect of frequency effect was reliable by 
subjects, F,(1, 31) = 16.3, p < .001, but not by items, Fi(1, 
102) = 2.4, p > .1, as was the 6-ms main effect of  
consistency effect, F,(1, 31) = 9.7, p < .01, F;(1, 102) = 
1.8,p > .1. The 9-ms main effect of lexicality was reliable as 
well, F,(1, 31) = 24.6,p < .001, F~(1,206) = 7.0,p < .01. 
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Figure 8. Mean latencies from the standard- and tempo-naming portions of Experiment 2 as a 
function of stimulus type and tempo. The dashed lines separate the standard-naming means from the 
tempo means. HFE = high-frequency exception; LIE = low-(r~uency exception; LFC = 
low-frequency consistent. 

Planned comparisons of the tempo manipulation confirmed 
that each successively faster level of tempo caused re- 
sponses to be reliably faster than the previous level: B-O to 
B-50, F~(1, 31) = 223.8, p < .001, F~(1,207) = 94.5, p < 
.001; B-50 to B-100, F,(1, 31) = 234.8, p < .001, 
Ft(1, 207) = 120.1, p < .001; and B-100 to B-150, 
Fs(1, 31) = 87.3,p < .001, Fi(1,207) = 40.4,p < .001. 

As in Experiment 1, the influence of stimulus type on 
latencies was smaller in the tempo-naming task compared 
with the standard-naming task (an 18-ms frequency effect, 
15-ms consistency effect, and 35-ms lexicality effect vs. 
9-ms, 6-ms, and 9-ms effects in tempo naming, respec- 
tively). Also replicating Experiment 1 was the within- 
condition variability, which was not significantly different 
between the standard- and the tempo-naming tasks (9.5 ms 
vs. 12.6 ms, respectively, within-cell standard errors around 
the subject mean), F~(1, 31) < 1. 

The conclusion that stimulus effects were attenuated in 
tempo naming is supported by the following analyses (as in 
Experiment 1). First, we removed repeated stimuli (and all 
pseudowords because none of these were repeated) from the 
tempo-naming analyses, and the effects of stimulus type 
were essentially unchanged, albeit there was a loss of power 
by items (all effects were significant by subjects but not by 
items): the main effect of stimulus type, F~(2, 62) = 8.2,p < 
.01, F~(2, 114) = 1.3,p > .2; an 8-ms frequency effect, F~(1, 
31) = 9.1, p < .01, Fi(1, 76) = 1.3, p > .2; and a 9-ms 
consistency effect, F~(1, 31) = 12.4, p < .01, F~(1, 76) = 
2.2, p > .  1. Second, the analyses of block order and stimulus 
type once again revealed no discernible effect of block order, 
F,(3, 93) < 1, Fi(3, 612) = 2.1,p > .1. Finally, we analyzed 
standard-naming latencies including only tempo-naming 
stimuli (thereby excluding all pseudowords), and the main 

effect of stimulus type was still reliable by subjects, F,(2, 
62) = 5.7, p < .01, but not by items, Fi(2, 36) = 1.4, p > .2. 
Planned comparisons showed that the 16-ms frequency 
effect (cf. an 18-ms effect with all stimuli included) was 
reliable by subjects only, F~(1, 31) = 8.8, p < .01, 
Fi(1, 24) = 2.9, p < .1, as was the 12-ms consistency effect 
(cf. a 15-ms effect with all stimuli), F,(1, 31) = 7.5,p < .01, 
Fi(1, 24) = 1.7, p > .2. Taken together, these three analyses 
indicate that the decreased stimulus effect on latencies in the 
tempo-naming task was due to the task itself rather than to 
practice or stimulus selection. 

Timing analyses. Figure 9 shows the graph of mean 
timing offsets as a function of stimulus type and tempo. As 
in the latency analyses, the main effect of stimulus type was 
reliable, F~(3, 93) = 15.5, p < .001, F;(3, 204) = 2.7, p < 
.05, as was the main effect of tempo, F~(3, 93) = 86.2, p < 
.001, F~(3, 612) = 165.7, p < .001. The interaction of 
stimulus type and tempo was not significant, Fs(9, 279) = 
1.5, p > .1, F~(9, 612) = 1.3, p > .2. Planned comparisons 
showed that, as in Experiment 1, responses were increas- 
ingly delayed from tempo at each step: B-0 to B-50, F~(1, 
31) = 28.1,p < .001, Fi(1,207) = 32.2,p < .001; B-50 to 
B-100, F~(1, 31) = 10.0, p < .01, F;(1,207) = 24.9, p < 
.001; and B-100 to B-150, F~(1, 31) = 85.8,p < .001, Fi(1, 
207) = 120.0,p < .001. 

The analyses of timing as a function of initial phoneme in 
Experiment 1 supported the hypothesis that subjects timed 
their responses .on the basis of the onset of voicing. The main 
piece of evidence was that responses with voiced nonplosive- 
initial phonemes were timed more accurately than were 
those with unvoiced ones, which were too fast in the B-0 
condition. Timing in Experiment 2 was also analyzed as a 
function of voicing and tempo: Responses to voiced nonplo- 
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Figure 9. Mean timing with tempo from Experiment 2 as a function of stimulus type and tempo. 
HFE = high-frequency exception; LFE = low-frequency exception; LFC = low-frequency 
consistent. 

sive-initial responses were 28 ms slower (cf. 23-ms effect in 
Experiment 1) than the unvoiced counterparts, F~(1, 31) = 
104.3, p < .001, Fi(1,123) = 54.1, p < .001, and this effect 
interacted with tempo in the same way as in Experiment 1, 
F~(3, 93) = 3.3, p < .05, Fi(1, 123) = 3.5, p < .05. In 
particular, the voicing effect steadily decreased from a 
38-ms difference in the B-0 condition to an 18-ms difference 
in the B-150 condition. Finally, timing of nonplosive-initial 
voiced responses was 3 ms in the B-0 condition compared 
with - 3 5  ms for the unvoiced responses. These analyses 
corroborate those from Experiment 1 in that subjects timed 
their responses on the basis of the onset of voicing rather 
than another candidates such as the onset of acoustic energy 
or the vowel. They also show indirect evidence of a decrease 
in naming duration as tempo increased. 

Naming duration analyses. Naming duration analyses 
in Experiment 1 showed that an increase in tempo caused a 
decrease in whole-word naming duration for all initial 
phoneme types. Naming durations in Experiment 2 repli- 
cated the pattern found in Experiment 1 (shown in Figure 10: 
Durations, collapsed across initial phoneme type, steadily 
and reliably decreased from B-G to B-150, F~(3, 93) = 10.3, 
p < .001, F~(3,612) = 20.6, p < .001. The same pattern of 
effects held when analyses were restricted to voiced re- 
sponses, Fs(3, 93) = 4.0, p < .01,/:/(3, 177) = 6.7, p < 
.001, as well as to plosive-initial responses, F~(3, 93) = 7.3, 
p < .001, F~(3, 243) = 11.5, p < .001. The fact that the 
naming duration effect held for both of the initial phoneme 
types mentioned previously indicates that the rime portion of 
the response decreased in duration as well as in the onset. 

Error analyses. Figure 11 shows the graph of mean 
error rate as a function of stimulus type and tempo (includ- 
ing standard-naming means). The error rate results repli- 

cated those o f  Experiment 1. The main effect of  stimulus 
type was reliable, F,(3, 93) = 55.5, p < .001, F~(3, 204) = 
14.9, p < .001, as was the main effect of tempo, Fs(3, 93) = 
13.9,p < .001, Fi(3, 612) = 17.0,p < .001. The interaction 
of stimulus type and tempo was nonsignificant, Fs(9, 279) < 
1, Fi(9, 612) - 1.3, p > .2. Pairwise comparisons showed 
that the 7% increase in erred responses to LFE over HFE 
words was reliable, Fs(1, 31) = 35.4,p < .001, Ft(1, 102) = 
12.6, p < .01, as was the 7% increase in LFE over HFE 
errors, Fs(1, 31) = 60.4, p < .001, F~(1, 102) = 15.5, p < 
.001. To test the extent to which error rams increased with 
tempo as latencies decreased (i.e., a speed-accuracy trade- 
off), we compared error rates between adjacent levels of  
tempo. Although error rate increased with each increase in 
tempo, only the change from B-50 to B-100 was significant 
(cf. only the change from B-100 to B-150 was significant in 
Experiment 1): B-G to B-50, Fs(1, 31) = 1.9, p > .1, F,(1, 
207) = 2.3, p > .1; B-50 to B-100, F~(1, 31) = 11.9, p < 
.01, F~(1,207) = 14.2, p < .001; and B-100 to B-150, Fs(1, 
31) < 1, F~(1,207) < 1. 

Errors were further analyzed by calculating chi-square 
statistics on the frequency table of error counts broken down 
by tempo by error type (shown in Table 4). With LARCs and 
mixed errors treated separately, the overall frequency counts 
were not significantly different than their expected values in 
a chi-square test based on row and column means, X2(12, 
N = 853) = 17.8, p > .1. However, when these two error 
types were combined, the chi-square test was significant, 
X2(9, N = 853) = 16.7, p < .05. The purpose of analyzing 
error types here was to compare them with the analogous 
analyses in Experiment 1. In particular, we wanted to know 
whether the proportion of LARC errors fell as tempo 
increased (as they did in Experiment 1), so we conducted the 
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Figure 10. Mean naming durations from the tempo-naming portion of Experiment 2 as a function 
of stimulus type and tempo. I-WE = high-frequency exception; LFE = low-frequency exception; 
LFC = low-frequency consistent. 

M-H chi-square test. The M-H test was significant when 
comparing word errors, LARCs,  and mixed errors for all 
stimuli, X2(1, N --- 853) = 5.6, p < .05 (LARCs and mixed 
errors were separated), X2(1, N = 853) = 8.3, p < .01 
(combined). The M-H was also significant when pseudo- 
words were excluded from the analysis to compare with the 
corresponding results o f  Experiment 1, X2(1, N = 631) = 

4.4, p < .05 (separated), X2(1, N - -  631) = 6.2, p < .05 
(combined). Finally, as in Experiment 1, most, but not all, 
LARC errors were regularizations. In addition, the propor- 
tion of  regularizati0ns did not change as a function o f  tempo. 
In order of  increasing tempo, the regularizafi0n counts were 
24, 23, 21, and 20, and the nonregularization counts were 4, 
3, I0, and 5. 

Figure 11. Mean error rates (proportion of errors) from the standard- and tempo-naming portions of 
Experiment 2 as a function of stimulus type and tempo. The dashed lines separate standard-naming 
means from the tempo means. HFE = high-frequency exception; LFE ffi low-frequency exception; 
LFC = low-frequency consistent. 
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Table 4 
Frequency Counts of Errors in the Standard- and Tempo-Naming Tasks in Experiment 2, 
Categorized by Error Type and Tempo (for the Tempo-Naming Task) 

Tempo 

Error type Standard 0 - 50 - 100 - 150 Total 

LARC 25 28 26 31 25 110 
(17.7) (14.9) (12.8) (9.0) (12.9) 

Word 31 63 70 108 128 369 
(39.9) (40.2) (44.4) (46.0) (43.3) 

Mixed 14 16 18 17 21 72 
(10.1) (10.3) (7.0) (7.6) (8.4) 

Nonword 48 39 39 54 57 189 
(24.7) (22.4) (22.2) (20.5) (22.2) 

Articulatory 17 12 21 33 47 113 
(7.6) (12.1) (13.6) (16.9) (13.3) 

Total 135 158 174 243 278 853 

Note. Frequency counts were drawn from 3,328 test responses for standard naming (104 per 
subject) and 1,664 per tempo block (52 per subject per block). LARC = legitimate alternative 
reading of components. Numbers in parentheses are column percentages. 
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Discussion 

Overall, the results of Experiment 2 replicated those of 
Experiment 1. Tempo again had a strong influence on 
response latencies and error rates (i.e., it induced subjects to 
incrementally trade accuracy for speed), but subjects did not 
fully keep pace with the tempo at the faster rates. Timing 
analyses showed again that subjects attempted to time their 
responses on the basis of the onset of voicing rather than on 
the onset of articulation or of the vowel. The frequency 
effect was diminished (but reliable) from standard to tempo 
naming, as was the consistency effect. Naming duration 
analyses again showed that durations decreased with in- 
creased tempo. 

Two differences between the results of Experiments 1 and 
2 were that (a) the consistency effect was more reliable in 
both the standard- and the tempo-naming portions of Experi- 
ment 2, and (b) the accuracy of naming LFE words dropped 
from Block 1 to Block 2 of standard naming in Experiment 
2, whereas the accuracy of naming pseudowords increased; 
error proportions did not significantly change in the standard- 
naming blocks from Experiment 1. These results seem to 
indicate that as subjects saw more and more pseudowords 
during Block 1 of standard naming, they emphasized the 
sublexical route (and/or deemphasized the lexical route) to 
facilitate processing. However, the route emphasis hypoth- 
esis also predicts that LARC errors Should increase as 
subjects trade speed for accuracy. To the contrary, the 
proportion of LARCs dropped with increases in tempo, 
replicating Experiment 1. 

Taken together, the results from Experiments 1 and 2 
provide more evidence against the route emphasis hypoth- 
esis as an explanation of the error patterns found in the 
tempo-naming task, but the results were mixed. In Experi- 
ment 3, we conducted a further test of the route emphasis 
explanation. 

Exper iment  3 

ff stimulus composition can cause subjects to preferen- 
tially emphasize the sublexical route (as was hinted at in the 
pattern of error rates in the standard-naming portion of 
Experiment 2), then perhaps the strongest way to encourage 
sublexical emphasis would be to present subjects with a 
stimulus block consisting of all nonhomophonic pseudo- 
words. These items should rely almost exclusively on the 
sublexical processing route. The problem with using blocks 
of all pseudowords is that there would be no opportunity to 
observe LARC errors (i.e., for pseudowords with inconsis- 
tent bodies, all alternative pronunciations should be consid- 
ered legitimate). The proportion of LARC errors served as a 
measure of emphasis placed on the sublexical route in 
Experiments 1 and 2. A stimulus block of all pseudowords 
can still be useful, however, because we can instead look for 
evidence of de-emphasis of the lexical route. 

In particular, if word errors to pseudoword targets arise, at 
least in part, from processing in the lexical route, then such 
errors should decrease in proportion when the lexical route 
is de-emphasized compared with the proportion of word 
errors found in Experiments 1 and 2. Alternatively, if the 
lexical route is not de-emphasized in a block of all pseudo- 
words, then the rate of word errors should be approximately 
equal to that found in Experiments 1 and 2. We tested these 
two possibilities in Experiment 3. 

Method 

Subjects 

Thirty-six subjects participated in the experiment as part of a 
requirement for an undergraduate psychology course. Subjects 
reported being native English speakers with normal or corrected 
vision. 
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Stimuli 

Out of the 52 pseudowords from Experiment 2 (all created by 
mixing LFC onsets and bodies), 48 were included in Experiment 3. 
The onsets and bodies of an additional 48 LFE words and 48 HFE 
words from Experiments 1 and 2 were mixed to create an additional 
96 pseudowords for a total of 144 test pseudowords in Experiment 
3 (all test pseudowords are given in Appendix B). An additional 50 
pseudowords were created for the standard-naming task in order to 
measure a baseline naming latency for each subject. Standard- 
naming and tempo-naming blocks of trials were created in the same 
way as in Experiments 1 and 2. An equal portion of each 
pseudoword type (i.e., those created from LFC, LFE, or HFE 
words) appeared in each test block within tempo naming, and fliers 
were divided equally among test blocks as well. There were 40 
pseudoword fillers in the tempo-naming task and 2 pseudoword 
fillers in the standard-naming task. The standard-naming and 
tempo-naming practice blocks consisted of 10 and 40 pseudoword 
fillers, respectively. 

Procedure 

The procedure was the same as that in Experiment 1 except that 
subjects were told that none of the letter strings would make legal 
English words. Subjects were instructed to name these letter strings 
as quickly and as accurately as possible. 

Results 

Standard Naming 

Data removal. Data from 4 subjects were removed 
because of equipment failure. Further data removal was 
carried out as in Experiments 1 and 2. 

Naming latency analyses. Mean latencies were ana- 
lyzed as a function of block. A 15-ms increase in mean 

latency from Block 1 (538 ms) to Block 2 (553 ms) was not 
significant, F,(1, 31) = 1 .8 ,p  > .1, F~(1, 49) < 1. 

Error analyses. En'ors were categorized and analyzed 
as in Experiments 1 and 2. For pseudowords with inconsis- 
tent word bodies, all legitimate spelling-sound correspon- 
dences were coded as correct. A 2% increase in error rate 
from Block 1 (4%) to Block 2 (6%) was not significant, F,(1, 
31) = 2.5, p > .1, F~(1, 49) < 1. Counts were not reliably 
different than their expected values based on means calcu- 
lated across levels of block and error type, ×2(2, N = 85) < 
1,p = .2. 

Tempo Naming 

Data removal. The procedure for data removal was the 
same as in Experiments 1 and 2 (there was no opportunity 
for LARC errors). 

Latency analyses. Figure 12 shows the graph of mean 
naming latencies from the standard- and tempo-naming 
tasks as a function of tempo and stimulus type. Tempo once 
again had a strong influence on response latencies, 
Fs(3, 93) = 345.1, p < .001, Fi(3, 423) = 166.9, p < .001, 
but the main effect of stimulus type was significantly 
reduced compared with Experiments 1 and 2, Fs(2, 62) = 
3.4,p < .05, Fi(2, 141) < 1. The interaction of stimulus type 
and tempo was not significant, Fs(6, 186) < 1, F~(6, 423) < 
1. Planned comparisons showed that the "pseudo-fre- 
quency" effect (i.e., latencies of pseudowords created from 
HFE vs. LFE words) was not reliable, Fs(1, 31) = 2.8,p > 
.1, Ft(1, 94) < 1, but the pseudo-consistency effect was 
reliable by subjects, F,(1, 31) = 6.4,p < .05, Fi(1, 94) < 1. 
Planned comparisons of  the tempo manipulation confirmed 
that each successively faster level of tempo caused re- 

Figure 12. Mean latencies from the standard- and tempo-naming portions of Experiment 3 as a 
function of stimulus type and tempo. The dashed lines separate standard-naming means from the 
tempo means. HFE = high-frequency exception; LFE = low-frequency exception; LFC = 
low-frequency consistent. 
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sponses to be reliably faster than the previous level: B-0 to 
B-50, F,(1, 31) = 187.6, p < .001, F~(1, 141) = 61.3, p < 
.001; B-50 to B-100, Fs(1, 31) = 128.4, p < .001, 
F~(1, 141) = 46.5, p < .001; and B-100 to B-150, 
F,(1, 31) = 150.8, p < .001, F~(1, 141) = 71.0, p < .001. 
The small, partially reliable pseudo-consistency effect was 
presumably due to the ambiguous spelling-sound correspon- 
dences that these strings contained (e.g., bost can rhyme 
with cost or most; Glushko, 1979; Seidenberg, Plant, 
Petersen, McClelland, & McRae, 1994; Taraban & McClel- 
land, 1987). 

7truing analyses. Figure 13 shows the graph of mean 
timing offsets as a function of stimulus type and tempo. As 
in the latency analyses, the main effect of stimulus type was 
only reliable by subjects, F~(3, 62) = 3.4, p < .05, 
Fi(2, 141) < 1. In addition, the main effect of tempo was 
significant by subjects and by items, Fs(3, 93) = 26.7, p < 
.001, F~(3, 423) = 53.2, p < .001, and the interaction was 
not significant, F,(6, 186) < 1, F~(6, 423) < 1. Planned 
comparisons showed that, as in Experiments 1 and 2, 
responses were increasingly delayed from tempo at each 
step: B-0 to B-50, F~(1, 31) = 18.7,p < .001, Fi(1, 141) = 
25.8, p < .001; B-50 to B-100, F~(1, 31) = 16.0, p < .01, 
Fi(1, 141) = 20.2, p < .001; and B-100 to B-150, 
Fs(1, 31) = 2.9,p > .1, Fi(1,141) = 5.9,p < .05. 

Tnuing analyses were again conducted as a function of 
initial phoneme characteristics to test the hypothesis that 
subjects attempt to time their responses on the basis of the 
onset of voicing. As in Experiments 1 and 2, responses to 
voiced, nonplosive stimuli were reliably slower (32-ms 
difference) than were those to unvoiced, nonplosive stimuli, 
F~(1, 31) = 68.0,p < .001, F~(1, 85) = 44.1,p < .001, and 
this effect interac.ted with tempo, albeit reliable only by 

subjects, F,(3, 93) = 3.3, p < .05, Fi(3, 255) = 2.0, p > .1. 
In particular, the voiced effect steadily decreased from a 
40-ms difference in the B-0 condition to a 24-ms difference 
in the B-150 condition. Finally, timing of voiced, nonplosive 
items was 0 ms in the B-0 condition compared with - 4 0  ms 
for unvoiced, nonplosive responses. 

Naming duration analyses. Naming duration analyses 
were again conducted to show that the entire response 
decreased in duration as tempo increased rather than just the 
initial phoneme. The results replicated those of Experiments 
1 and 2 (shown in Figure 14). Naming durations, collapsing 
across initial phoneme type, steadily decreased from B-0 to 
B-150, Fs(3, 93) = 5.3,p < .01, Fi(3, 423) = 16.8,p < .001. 
The same pattern of effects held when analyses were 
restricted to voiced, nonplosive pseudowords, Fs(3, 93) -- 
2.8, p < .05, F~(3, 117) = 6.3, p < .001, as well as to 
plosive-initial pseudowords, F~(3, 93) = 4.0, p < .01, Fi(3, 
165) = 5.6, p < .01. The fact that the whole response 
duration effect held for both of the initial phoneme types 
mentioned previously indicates that the rime portion of the 
response decreased in duration as well as in the onset. 

Error analyses. Figure 15 shows the graph of mean 
error rates for the standard and tempo portions of Experi- 
ment 3 as a function of stimulus type and tempo. Error rates 
again increased as tempo increased, indicating a speed- 
accuracy trade-off, F,(3, 93) = 5.4, p < .01, Fi(3, 423) = 
8.8, p < .001. However, unlike naming latencies, error rates 
were only marginally affected by stimulus type, F~(2, 62) -- 
2.7,p < .1, F~(2, 141) < 1. The interaction of stimulus type 
and tempo was also not significant, F~(6, 186) = 1.3,p > .2, 
Fi(6, 423) = 1.4,p > .2. Error rates generally increased with 
each increase in tempo, but not every increase was reliable: 
B-0 to B-50 was not significant, F~(1, 31) < 1, F~(1, 141) < 

Figure 13. Mean timings with tempo from Experiment 3 as a function of stimulus type and tempo. 
HFE = high-frequency exception; LFE = low-frequency exception; LFC = low-frequency 
consistent. 
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Figure 14. Mean naming durations in the tempo-naming portion of Experiment 3 as a function of 
stimulus type and tempo. HFE = high-frequency exception; LFE = low-frequency exception; 
LFC = low-frequency consistent. 

1; B-50 to B-100 was reliable by items but not by subjects, 
Fs(1, 31) = 1.9,p > .1, F,.(1,141) = 3.9,p < .05; and B-100 
to B- I50  was fully reliable, Fs(1, 31) = 5.9, p < .05, Fi(1, 
141) --- 4 .2 ,p  < .05. 

Error counts as a function of  error type and tempo are 
presented in Table 5. To the contrary of  the route emphasis 
hypothesis, the proportion of  word errors was greater in the 
current experiment (53%) than in the previous two (40% in 

Experiment 1 and 43% in Experiment 2). Furthermore, the 
rate of  increase in word errors as tempo increased was 
approximately equal to that for nonword errors as was the 
case in Experiments 1 and 2. The M-H test for trend was 
significant, X2(1, N = 391) = 4.8, p < .05, but inspection of  
the column percentages shows that this was due to a greater 
rate of  increase in articulatory errors across tempo, com- 
pared with word and nonword errors. 

Figure 15. Mean error rates from the standard- and tempo-naming portions of Experiment 3 as a 
function of stimulus type and tempo. HFE = high-frequency exception; LFE = low-frequency 
exception; LFC = low-frequency consistent. 
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Table 5 
Frequency Counts of Errors in the Standard- and Tempo-Naming Tasks in Experiment 3, 
Categorized by Error Type and Tempo (for the Tempo-Naming Task) 

Tempo 

Errortype Standard 0 - 5 0  -100  -150  Total 

Word 38 46 41 51 68 206 
(63.0) (51.3) (48.1) (51.5) (52.7) 

Nonword 39 23 33 45 43 144 
(31.5) (41.3) (42.5) (32.6) (36.8) 

Arficulatory 8 4 6 10 21 41 
(5.5) (7.5) (9.4) (15.9) (10.5) 

Total 85 73 80 106 132 391 

Note. Frequency counts were drawn from 1,600 test responses for standard naming (50 per subject) 
and 1,152 per tempo block (48 per subject per block). Numbers in parentheses are column 
percentages. 

Discussion 

The results of Experiment 3 were consistent with those of 
Experiments 1 and 2. Timing analyses again suggested that 
subjects time their responses with the onset of voicing in the 
tempo-naming task. Furthermore, the number of word, 
nonword, and atticulatory errors as a function of tempo were 
comparable to those of Experiments 1 and 2: They all 
steadily increased as tempo was increased. If the route 
emphasis hypothesis was correct in accounting for the 
constant number of LARC errors across tempos in Experi- 
ments 1 and 2, then one should also expect a decrease in the 
number of word errors in Experiment 3, which included 
nothing but pseud0words. The results failed to support this 
prediction. There are two assumptions to be noted before 
concluding that route emphasis was not the cause of error 
patterns in Experiments 1-3. 

First, Tabossi and Laghi (1992) have suggested that 
subjects may be unable to deemphasize the lexical route in 
English. If this is the case, then Experiment 3 does not bear 
on the route emphasis explanation. However, even if the 
lexical route cannot be de-emphasized, one would not 
expect an increase in the influence of lexical knowledge in 
Experiment 3 as a function of tempo. We did, in fact, find a 
significant increase in word errors as a function of tempo, so 
the study by Tabossi and Laghi would not seem to be an 
issue. This logic rests on the interpretation of word errors as 
arising from lexical knowledge, but they may have occurred 
by chance (e.g., faulty visual or articulatory processing). 

We addressed this ambiguity by estimating the rate of 
chance word errors in Experiment 3. Determining chance 
error rates is a difficult problem because one must take into 
consideration the specific stimuli and conditions of the 
observed errors (e.g., neighborhood density), the types of 
errors that are possible (e.g., only phonetically legal errors 
are allowed), as well as any error biases that may be 
independent of a lexical bias (e.g., in speech production, 
initial consonants are more likely to produce errors than are 
final ones; Dell, 1988; Schwartz & Goffman, 1995). We 
empirically determined a chance error rate for the stimuli in 
Experiment 3 by using the most conservative method that 
we could devise given our intentions. 

We first estimated the frequency of occurrence of a large 
number of phonological error types (e.g., position-depen- 
dent phoneme substitutions, deletions, insertions, and trans- 
positions) on the basis of the observed errors in Experiments 
1-3. We then applied each phonological error type (when 
applicable), weighted by the frequency estimates, to each 
test item thereby generating a set of possible error instances. 
Our estimate of the chance frequency of word errors was the 
proportion of errors that formed legal English words out of 
the set of empirically determined possible errors. This 
method is conservative because the estimated rate of each 
phonological error type is determined on the basis of all 
observed errors (i.e., including word errors); these estimates 
would therefore include any real lexical biases that may 
correlate with phonological biases (e.g., initial consonant 
substitutions may cause more word errors than would final 
consonant substitutions). The chance estimate of the word 
error rate for Experiment 3 was 28%. 1° The observed rate of 
word errors was 53%, which was significantly different than 
chance, t(27) = 8.1,p < .001 by subjects, t(120) = 6.9,p < 
.001 by items. 

In summary, the assumptions that de-emphasis of the 
lexical route is possible in English, and that lexical processes 
contributed to the observed rate of word errors, both seem 
justified. Therefore, the proportion of word errors observed 
in Experiment 3 stands as indirect evidence against the route 
emphasis explanation of the pattern of LARC errors found in 
Experiments 1 and 2. 

General  Discussion 

We set two goals at the beginning of this study: (a) to 
formulate a more explicit mechanism of control over 
response timing and (b) to formulate a hypothesis of how 

1°As a comparison, Garrett (1976) and Dell and Reich (1981) 
estimated the chance occurrence of word errors in speech produc- 
tion (i.e., within phrases and sentences) as 33% and 40%, 
respectively. Note that different types of errors can and do occur in 
speech production versus word naming (e.g., transpositions be- 
tween words; barn door goes to darn bore), so one should not 
necessarily expect these estimates to match. 
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pressure for speed relates to the time course of processing. 
The results from Experiments 1-3 can be summarized as 
follows: Subjects were largely able to entrain response 
initiation to an external tempo. Stimulus effects on latencies 
were attenuated in the tempo-naming task compared with 
the standard-naming task. The tempo manipulation induced 
naming latencies that were substantially faster and signifi- 
cantly more error prone than were those in the standard- 
naming task. Naming durations decreased as tempo in- 
creased. The rate of LARC errors did not increase with other 
error types as tempo increased. This result was not attribut- 
able to a de-emphasis of the sublexical route. Subjects timed 
their responses with the onset voicing. This finding is 
orthogonal to the issues at hand, so we do not consider it 
f u r t h e r .  

The tempo-naming results showed clearly that subjects 
have some mechanism of response timing available to them. 
Moreover, the mechanism that controls response initiation 
seems to be tightly coupled with response execution; the 
task was to time response initiation with the tempo (and 
feedback was based on this alone), yet response durations 
shortened along with latencies. In conjunction with a model 
of word reading, one might be able to formulate a time 
criterion mechanism that can account for the latency and 
error results of the tempo-naming experiments. However, a 
time criterion alone has no intrinsic implications for re- 
spouse durations, so it cannot account for duration results. 

We propose an alternate explanation that is motivated by 
the evidence for a coupling of response initiation and 
response execution. Just as the tempo induced compression 
of the response trajectory, we hypothesize that it also 
induced compression of the processing trajectory in the 
word-reading system. Strategic control over response timing 
does not manipulate the stoppage of the normal course of 
processing; it changes the course of processing itself such 
that a response can be initiated at the desired point in time. 
This property of accelerated processing can be instantiated 
in a connectionist network by manipulating the input gain to 
processing units (Cohen & Servan-Schreiber, 1992; Kello, 
Plaut, & MacWhinney, in press; Nowlan, 1988). Input gain 
is a multiplicative scaling factor on the net input to 
processing units (it is equivalent to the inverse of tempera- 
ture in Boltzmann machines; Ackley, I-Iinton, & Sejnowski, 
1985). The effect of gain on unit outputs depends on their 
output functions. Consider the common logistic function in a 
processing unit, ap that updates its output in continuous 
time, 

a t ' l  = ( 1 )  
(t) ' 1 + exp ( -x)  ~1) 

in which x~ '] is the net input to unit aj at time t, and T is the 
input gain. For the logistic, input gain serves to sharpen (for 
large values of ~/) or flatten (for small values of'y) the effect 
that a change in the net input has on the output. For high 
values of gain, small changes in the net input to a unit can be 
sufficient to move the output between 0 and 1. For low 

values of gain, large changes in the net input are necessary to 
have a comparable effect on a unit's output. 

Raising the input gain on units in a network can accelerate 
processing because .net inputs can change unit outputs in a 
smaller number of time steps. With a nonlinear activation 
function and interactions among processing units, the modu- 
lation of gain can reverse the asymptotic states of units. 
Depending on how unit states are interpreted, this can 
correspond to a qualitative change in network behavior. 
Kello et al. (in press) have demonstrated both of these basic 
effects in an abstract connectionist model of information 
processing. 

In addition to the coupling of response latencies and 
durations, bow might the manipulation of input gain in a 
connectionist model of word reading account for the other 
findings from the tempo-neming experiments? The two most 
relevant results to consider are (a) the attenuation of 
stimulus effects on latencies and Co) the pattern of errors. 
The first falls naturally out of the fact that accelerated 
processes are compressed in time. Other factors being equal, 
as overall processing times are shortened, any differences in 
processing times across conditions should also be shortened. 

With regard to the error results, there are two findings to 
account for: (a) the overall increase in error rate with 
increased tempos and (b) the corresponding increase in the 
rate of all error types except LARC errors. First, Kello et al. 
(in press) have shown that high levels of gain can cause a 
general loss in accuracy. This can occur if increased gain 
amplifies any noise in processing or ff the relative timing of 
unit output trajectories is disturbed. 

With regard to the second finding, let us consider the rate 
of occurrence of each error type as a function of tempo. In all 
three experiments, the rate of word, nonword, and articula- 
tory errors all increased with faster tempos, whereas the rate 
of LARC errors (in Experiments I and 2) remained constant. 
We assume that input gain is being manipulated across all 
processing units in a model of word reading. This is a logical 
extension of our hypothesis that internal processes are 
coupled with motor processes. Given this, it is straightfor- 
ward to explain the increase in nonword and articulatory 
errors. A primary source of articulatory errors is likely to be 
within the processes that map phonological representations 
to motor  commands. As gain is increased within these 
processes, the rate of articulatory errors should i n ~ e .  
Analogously, a primary source of nonword errors is likely to 
be within phonological processes (e.g., phonotactic con- 
straints), so as gain is increased within phonology, the rate of 
nonword errors should increase. 

By this logic, a primary source of word and LARC errors 
would be a dysfunction in the mapping from orthography to 
phonology (although phonological and orthographic-visual 
processes may also contribute). The above-chance increase 
in word errors, coupled with the constant rate of LARC 
errors, suggests that increased tempos caused a proportional 
amplification of the influence of lexical knowledge versus 
sublexical knowledge. How might an increase in the level of 
gain in a connectionist model of word reading cause such an 
effect? In the triangle framework, lexical knowledge has its 
influence primarily through semantics, whereas sublexical 
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knowledge is stored primarily in the weights between 
orthography and phonology. Therefore, to account for the 
constant rate of LARC errors, an increase in input gain 
would have to emphasize the contribution of semantics over 
sublexical knowledge. 

We hypothesize that gain would have this effect because 
of the arbitrary nature of the relationship between semantics 
and phonology relative to the systematic relationship be- 
tween orthography and phonology. Overall, networks have a 
tendency to map similar inputs to similar outputs. This 
property facilitates the mapping from orthography to phonol- 
ogy because of the systematicity in their relationship, and 
therefore the weights between these two levels of representa- 
tion do not have to grow very large during learning. By 
contrast, the nonsystematic relationship between semantics 
and phonology requires larger weights to overcome the bias 
for similar inputs to produce similar outputs. Input gain is 
multiplicative with respect to weight magnitude, but the 
contributions from different incoming weights are additive 
with respect to a receiving unit's net input. Therefore, an 
increase in gain will amplify the influence of larger weights 
over smaller weights. Given that weights from semantics to 
phonology are larger than those from orthography to phonol- 
ogy, one might expect an increase in input gain to amplify 
lexical knowledge over sublexical knowledge. 

It remains to be seen whether in a full-scale model of 
word reading the manipulation of input gain can be demon- 
strated to have the aforementioned properties. Preliminary 
simulations have been encouraging (Kello & Plant, 1998), 
and a full treatment of these issues is the topic of ongoing 
work (Kello & Plant, 1999). 

Stimulus Blocking and Input Gain 

Part of the motivation for the tempo-naming experiments 
was the proposal of a time criterion to account for some 
effects of stimulus blocking found by Lupker, Brown, et al. 
(1997) and Jared (1997). We have argued that it is difficult to 
account for the tempo-naming results with a time criterion, 
and we have proposed the gain hypothesis as an alternative. 
To what extent can the gain hypothesis account for stimulus- 
blocking effects? 

As a mechanism to account for stimulus-blocking effects, 
input gain is actually in the same spirit as a time criterion. 
Both accounts are distinguished from the route emphasis 
hypothesis in that they each argue for strategic control over 
response initiation rather than the processing of individual 
routes. Furthermore, both hypotheses propose that a re- 
sponse criterion is shifted as a function of stimulus diffi- 
culty; as stimuli in a block become more difficult, on 
average, the response criterion will shift to a more conserva- 
tive setting. As explained previously, the key difference 
between these two hypotheses is the exact mechanism 
underlying the response criterion. The time criterion halts 
the normal trajectory of processing at a particular point in 
time, whereas input gain accelerates or decelerates the 
trajectory of processing. 

This differentiates the two hypotheses in how predictions 
are made on the basis of latency data in stimulus-blocking 

experiments. Lupker, Brown, et al. (1997) and Jared (1997) 
used mean latencies in the pure blocks conditions as a direct 
measure of the relative positioning of the time criterion, and 
they used this measure to predict mean latencies in the 
mixed blocks. For example, Lupker, Brown, et al. (1997) 
found that the mean latency of a pure block of high- 
frequency consistent (HFC) words was faster than that of a 
pure block of psendowords. They interpreted this difference 
in mean latencies as indicating that the time criterion was set 
more conservatively in the pseudoword block than it was in 
the HFC block. The time criterion hypothesis stipulates that 
a middling time criterion should be set in a mixed block of 
both pseudowords and HFC words. Therefore, the hypoth- 
esis predicts an increase in HFC latencies and a decrease in 
pseudoword latencies in the mixed block; this is what they 
found. 

The gain hypothesis can make the same prediction, but 
one must interpret the pure block latencies in the context of a 
theory of the mapping from orthography to phonology. This 
is because latencies are a function of gain in conjunction 
with stimulus type, and the effect of stimulus type on 
latencies is determined (at least in part) by one's theory of 
how orthography is mapped to phonology. Strictly speaking, 
this is also tree of the time criterion hypothesis. As discussed 
in the introduction, latencies cannot be a function of the time 
criterion alone because this would predict no stimulus 
effects. However, the contribution of the time criterion to 
latencies is somewhat independent of the mapping from 
orthography to phonology, whereas gain exerts its influence 
on latencies through this mapping. The current study does 
not make claims about how orthography is mapped to 
phonology (i.e., we are not presenting a theory of word 
reading here), so we cannot quantitatively determine how 
well the gain hypothesis can account for the relevant 
stimulus-blocking effects. However, qualitatively speaking, 
gain is very similar to a time criterion as a mechanism of 
strategic control, so it will have a similar set of problems and 
benefits. 

Other Uses of lnput Gain 

Input gain has been used as a mechanism of strategic 
control in other studies as well. In one line of research, gain 
has been used as a mechanism of control over the influence 
of contextual information on stimulus processing (Cohen & 
Servan-Schreiber, 1992). In that study, a connectionist 
model of Stroop phenomena was presented in which the role 
of two processing units was to provide task information 
(context, i.e., one unit represented the color-naming task and 
the other represented the word-naming task). The input gain 
of the task units (mathematically equivalent to the gain 
parameter used in the current study) was manipulated to 
simulate the hypothesized role of the neurotransmitter 
dopamine in the prefrontal cortex (PFC). A large body of 
neurophysiological evidence has indicated that dopamine 
may modulate the gain of postsynaptic input summation in 
the PFC (as well as in other areas; see Cohen & Servan- 
Schreiber, 1992), and Cohen and Servan-Schreiber view the 
function of the PFC as the maintenance of task and situation 
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context. Furthermore, other studies have shown that the 
regulation of dopamine is impaired in schizophrenics (Co- 
hen & Servan-Schreiber, 1992). Therefore, the modulation 
of gain in their model served to simulate normal versus 
schizophrenic performance in Stroop and related tasks. 

In a study more similar to the current one, Kello et al. (in 
press) conducted two Stroop color-naming experimentsto 
examine the temporal relationship between cognitive process- 
ing and overt articulation. They found that as subjects were 
pressured to respond faster (by the introduction of a 
deadline), the effect of Stroop interference bled over from 
naming latencies to naming durations. Just as in the current 
study, input gain was invoked as a mechanism to strategi- 
cally control the speed of response initiation. The authors 
presented an abstract connectionist model of information 
processing that captured the basic effect of the deadline in 
their experiments by manipulating the input gain to process- 
ing milts in the network. Relevant to the tempo-naming 
experiments, the authors found that an increase in gain 
caused both response latencies and durations to shorten in 
the network. The efficacy of input gain as a mechanism of 
control over response speed in the study by Kello et al. is 
evidence that input gain may account for the tempo results 
and may develop into a more general theory of cognitive 
control. 

The current study and the Kello et al. (in press) study 
invoked gain as a mechanism of control over processing 
speed, whereas the Cohen and Servan-Schreiber (1992) 
study invoked gain to modulate the influence of certain 
information on stimulus processing. These are different 
interpretations of the specific role that gain plays, but they 
both treat gain as a mechanism of strategic control. 

Conclusions 

We introduced the tempo-naming task to investigate 
mechanisms of response timing and to provide a new 
empirical window into the time course of phonological 
processing in word reading. The results of three tempo- 
naming expe "nments were interpreted as evidence against the 
use of a time criterion as the mechanism of response timing 
in tempo naming. With regard to the time course of 
phonological processing, fast tempos caused an increase in 
all error types except LARC errors. This result was inter- 
preted as evidence that the influence of sublexical knowl- 
edge on the mapping from orthography to phonology is 
reduced under pressure for speeded responding. We pro- 
posed that input gain, as a mechanism of control over 
processing speed in the word-reading system, can poten- 
tially account for the tempo-naming results. Whether input 
gain can provide a general theory of strategic control over 
processing is a topic for future studies. 
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Standard naming Tempo naming 

HFE LFE LFC Pseudo HFE LFE LFC Pseudo 

break breast brunt brish 
both bush bum bax 
friend frost fret frope 
full flange flask flade 
gone guise grope gret 
have hearth hark hoam 
low limb lisp lask 
put pear pest pag 
source suede swish swench 
want wand wit weke 
what wad wax wub 
where wool wade wibe 
word womb wane wuff 
are ere eke ean 
dog cache crag crelp 
his swath swoon swunt 
hour rouge rune roon 
none mule mend me, st 
once wharf whelp whark 
there chic shrub shrane 
warm woff wilt wune 
watch rouse roam tilt 
whom vise vibe vit 
whose farce fluff flisp 
worth swamp stench stend 
your wan wean wum 

blood blown bloke blisp 
both bush bum bifi 
break breast brunt brote 
broad plaid plod plake 
come caste cask cet 
cost comb coal cipe 
dead dough dole dest 
death deaf desk detch 
done drought dank dit 
door doll dolt doan 
foot flood flake flain 
four , flown foat flill 
friend frost fret fraak 
full flange flask fled 
give glove glum giane 
gone guise grope grole 
good gong gob gede 
great grown groan g ig  
gross ghoul goon gax 
have hearth hark hait 
head hind hitch hame 
heard hook hump hink 
key cough cuff coom 
learn leapt letch lesk 
lost loath lobe loke 
love lose loom luff 
low limb lisp lum 
month mourn munch meep 
most mould mole mell 
move mow moan mick 
poor pint pine panic 
put pear pest . pite 
said swap swig swask 
says spook spurt spole 
shall shoe shame shump 
show shove shell sbunch 
some sew sole surt 
son steak stain stine 
source suede swish swobe 
stood suave swill swope 
through threat thrift thrish 
touch tomb tote umt 
truth trough trite tritch 
two tread trait troat 
want wand wit wark 
war wart wink woai 
were worm wick woan 
what wad wax wob 
where wool wade wole 
word womb wane wolt 
work wasp wipe woon 
would warp weep wum 

Note. Pseudowords only appeared in Experiment 2. Chic was removed from the analyses because of an inordinate number of errors. 
HFE = high-frequency exception; LFE -- low-frequency exception; LFC = low-frequency consistent; Pseudo = pseudowords. 
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A p p e n d i x  B 

St imuli  F r o m  Expe r imen t  3 

Tempo 

Stanck~ HFE LFE LFC 

swant bloor blad blift 
wug bood bost bope 
blan breat broul brole 
blig brone c e a ~  cark 
boog cays cong cobe 
brear diend cood dest 
carg dord deak disp 
cowe dource deast dit 
dait dut duave time 
dier fost flaste fletch 
diz foth flomb fline 
dorg fough flove flitch 
dup frome flap gite 
flet gaid geat glick 
flote gead ghough goom 
frak goor glead grum 
gabe grat goath bade 
geave grive great her 
gleap hat haid hink 
grap heak heapt hod 
gream huth huede lask 
grud ko lange lish 
heab leath lew lolt 
hib Ion lomb luff 
huf lould masp meep 
leab mant mool mipe 

Tempo 

Standard HFE LFE LFC 

losh mave mough mutt 
loup mork pleaf pake 
mape pearl pove pank 
meeb pone pown shain 
morp pood sarp shig 
murp sail shart spoan 
pleam seard ghint stell 

t shouch sook suut 
sood sourn swag 

o 

shap sove spown swale 
shink stost swand tait 
soop still thromb throke 
soot throot torm trob 
spow tove trind trote 
sunth trout trould wame 
swode twey woll wask 
throob wearn wook woat 
tring woad wose wole 
trouch wome wough woon 
wape wonth wought wum 
woap woss wown wump 
wom wost wush wunch 
woop 
wosk 
woup 
wunt 

Note. lIFE = high-frequency exception; LFE ffi low-frequency exception; LFC = low-frequency 
consistent. 
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